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Automotive networks

» Complex distributed control
systems

» Built out of a succession ot
subsystems interconnected
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Automotive networks

» Over 100 ECUs in higher ena
vehicles

» Over 100 million lines of code -

more than an aircraft!

» Over 100kg of electronics

» Over 6km of cabling!
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Automotive networks

» Traditionally split into:

» Critical networks: generally assumed to be low to medium bandwidth but
with strict requirements for key subsystems

» Non-critical networks: lightweight comfort features and audiovisual
without strict requirements

» More specifically, the domains specity a required combination of bandwidth,
reliability, and other QoS properties

» Body, chassis, powertrain, telematics, occupant safety
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Automotive network constraints

» Key drivers of network choice in the automotive domain:

» Cost CAN Z‘:

» Safety Ray'
MOST

» Weight O |

» Ethernet was problematic for a long time, due to cabling cost; BroadCom

developed a new physical layer allowing unshielded twisted O P E N
pair wiring, standardised by OPEN Alliance ALLIANCE
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ADAS and autonomy requirements

» Emergence of advanced driver assistance systems and autonomous driving
bring with them the following

1. Alarger number of data-intensive sensors,

2. distributed more widely around the vehicle,

3. requiring significant computation to determine outcomes,
4. which must be communicated within strict deadlines

» This impacts the networking and computation requirements in vehicles

HIPEAC/WRC 2018



Network architecture

» ECU architecture includes

» Single/multi-core processor ECU
System |
> Memory Interface | o
Sensors € | Semorg_‘___j, , Memonry
- Actuators IF |
» Sensor interfaces |

» Network interface

Channel A&B

» Some hardware accelerators
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Network architecture

» Currently, adding new functionality to a vehicle means adding more ECUs to
perform the required computation = number of ECUs 1.45x/year

» There is an interest in ECU consolidation
» Non-concurrent functions can share the same hardware

» But isolation problematic even with multi-core ECUs
due to shared resources, e.g. memory, network interface

» ADAS and autonomous driving are ideal for this due to

Courtesy Audi

shared sensors and multiple modes
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Compute limitations

> time

> Maﬂy app‘lCathﬂS require addrthﬂa‘ Normal Task Profile ._L
compute tasks to be added

» Add encryption to critical messages
» Add preprocessing to sensor data

» These adversely affect timing, requiring
recertification

» Even hardware coprocessors have have
this problem
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Compute limitations

> time

Normal Task Profile

» Many applications require additional
compute tasks to be added

Adding a pattern

» Add encryption to critical messages  nysi taskfor

fault detection —
(or accelerate

using hardware)

» Add preprocessing to sensor data

» These adversely affect timing, requiring

Reduced

determinism
due to high-
priority
interrupts

recertification

—

» Even hardware coprocessors have have

this problem
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Smart network interfaces

» Normally network interface
simply moves messages between
network and ECU processor

» Qur proposal: add an
extensible,

orogrammable
datapath inside
the controller

: Criticed mug?
o Multicwle msg’

: Imalid fume stamp 7

FlexRay Bus
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Prototyping platform

» We built a standards-compliant FlexRay
controller to explore these ideas

» Comparable power consumption to a
discrete ASIC controller (Bosch eRay)

» Additional features added to controller
to quantify overheads
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Moving large data streams

On Microblaze

IRQ Latency
» How do we move large-volume sensor data more mmm 64 beat Transfer

e - 5 e Subseq. IRQ Lat.

e IClent‘Y- s Subseq. Burst

: : 53.8us
» Currently frame size determined by standard o HE B B 1§
e
i 1 ® OB

» Each frame initiates an interrupt to the ECU 5?v06 | [ A 1 1

Orocessor 0 10 20 30 40 50 60

Processor Time Consumed (us)

» Usable amount of data typically involves multiple

frames, latency

» Adding a suitably sized bufter in the network
controller means it only initiates an interrupt once
sufficient data has been received
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Moving large data streams

On Microblaze

25.0us IRQ Latency
» How do we move large-volume sensor data more (O . mmm 64 beat Transfer
o S 7 o Subseq. IRQ Lat.
efticiently” - - 2748 | s Subseq. Burst
i
. . 53.8
» Currently frame size determined by standard +
S
* 63.4us
» Each frame initiates an interrupt to the ECU pr““ R ——————
Processor Time Consumed (us)
» Usable amount of data typically involves multiple
g VA ARM
frames, latency On Zynq
Mode Latency components Total time  Change
» Adding a suitably sized buffer in the network Interrupt  Data Movement
controller means it only initiates an interrupt once Software  2.96 s x 8 03 ps > 8 2008 ps
Extension 2.96 us x 1 0.3 us x 8 536 us  —79%

sufficient data has been received
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Adapting ECU functionality

» The advent of ADAS and autonomous driving means we need to adapt
ECU functionality depending on operating context

» The same set of sensors can support multiple mutually-exclusive system
functions

» The amount of signal processing required suggests a place for hardware
acceleration, and perhaps FPGAs

» |deally, we could consolidate these functions on a single platform,
requiring a trigger to switch between modes
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Adapting ECU functionality

» To maintain standards-compliance, we
can extend the data frame format within
the payload, allowing the network
controller to add/read data there

» Extensions in the network interface
manage this data transparently to the
application

» Special status bits allow intertaces to
communicate with each other without
affecting processor operation
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Adapting ECU functionality [

» We propose FPGA-based ECUs to
provide a redundant backup that can
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» The redundant unit can be partially

reconfigured with the appropriate Fokiposia
backup function, in direct response to a (o unctionsl)
critical error message on the network @ ﬁ) _ @ Adaptwe B
- Redundant. Uni roplaces A1
» A high performance accelerator can be {5 é i é

replaced as needed for different modes
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Adapting ECU functionality

» Enabling FPGA

reconfiguration from within
the network controller

Mode Latency components Total ime  Change

improves the response time

Interrupt Data Movement  Reconfig.

S|g N |f|Ca nt‘y Software (PCAP) 2.96 ps 03 us 22579 us  2261.1 ps
H/W 1intelligence with

NA NA 759.4 us 7594 us —66%
custom ICAP

» Adding the decision making
time that would otherwise be
done within an ECU processor
increases this even further
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Securing automotive networks

» Wider connectivity will underly the ADAS

and autonomy trends - sensitive data )
SW AES CBC Dec.

~
~

=
=

» This challenges the previous approach of
SW AES CB(; Enc.

only protecting networks external interfaces

» One compromised ECU can bring down the

Runtime (Milliseconds)
-
N

HW AES CBC Dec.

whole network l
HW AES CBC Enc. |

&
DO

» Adding security entails signiticant software -

100
120

overhead: hardware accelerator adds less
overhead but inflexible in terms of protocol

HIPEAC/WRC 2018




Securing automotive networks

» We similarly explore the ability to move security functions into the network
controller as opposed to additional software

» Motivations:

» Time triggered controllers have a synchronised time-base, software had
Jitter

» Network headers can be obfuscated to prevent attack nodes from joining
the network - access control

» Data can be encrypted transparently to the ECU processors
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Securing automotive networks

- o ECU Data
. Schedule Injo

Clock Syne Info

PP
Decvoded Data
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Securing automotive networks

ECU Data
Schedule Info

Clock Syne Info

Upper Logers

F'(czRox Dus

» Decrypted Data

Valed Data
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Securing automotive networks

> We add Obfuscation Of the Frame Header Data 0 Dat:: = Datan| Frame CRC

. | el 1.~
network headers with a pre- [ - . Toyies

shared key

+
—

- Reserved

- Payload Preamble
Indicator

- Null Frame
Indicator

- Sync. Frame
Indicator

- Startup Frame
Indicator

RIPN[SJU] FrameID | Length | HeaderCRC | CycleCnt |
| 1 1 L )|
St T 11bis " 7bs T it 65

C O £ VA .

» Only devices with this key can
integrate onto the network

» Header manipulation cannot be
done in software since this is
managed in the intertace
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Securing automotive networks

cik T P T CErrEETE
» Adding a lightweight cipher = ==
Encrypt In Har Dataf | S
orimitive in the controller enables 75 Tmer JUNONY
. TS Register - to
seamless encryption ana O [
. EncryptDone f\ f\
decryption of messages e
Start of slot at tp Start of transmission End of transmission
> Ad d | N g 't| me Sta m p i nfO 'Mm ati on Task Rounds Latency components Total delay
. . . o Encyption TS Read Encrypt Writeback
increases entropy significantly T e aom e 45w
ortware ey 0.3 s 82.6 s 0.3 us 83.2 us
. . . Extension ZI;OtO NA Overlaps withotytl;i 0.3 ps 0.3 ps
» This can be done within the bufter ,
Decyption Data Read TS read Decrypt
time for a single frame, effectively Software 2 06 ps 03 ps 21y 430
64 0.6 s 0.3 us 85.2 us 86.1 us
Z e r O / a te n Cy Extension ZI;OtO 0.3us NA Overlaps withorytlrst 0.3 ps

HIPEAC/WRC 2018




Integrating networks

VEGa (EG)

» These more capable networks Floskay Lot == ] suten <= = Port) e
. . " Y Por !
need to interact with legacy ik ot
SyS te ms CAN Tﬁthemet
DC DC
ECU ECU
» We expect some subsystems to
. , ECU| |ECU ECU -
retain these legacy architectures
. ECU — ECU ECLI -
while the more advanced ECu ECu 1 e

ECU =

functions leverage more
expensive modern architectures
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Integrating networks

» Built the VEGa Ethernet gateway with
reconfigurable switch architecture

» Enables low-latency switching of
legacy networks with Ethernet
backbone, including priority messages

» Flexible switch enables application of
same hardware in different products
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Integrating networks =l Ll
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Validation Plattorm

» Another benefit of having access to low level

controller design is the ability to prototype a
full cluster on a single (large) FPGA

» Apply a variety of network tests
» Bit errors
» Frame drops
» Babbling idiot
» Frequency drift

» Accelerated super-real time validation
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Smart network interfaces

» Such capability in the network intertaces key to re-architecting automotive
networks for upcoming applications

» We are interested in porting this approach to new Ethernet TSN

» FPGAs offer a significant opportunity in terms of processing ability and
flexibility

» Require signiticant effort to address concerns of the automotive
community: functional safety, etc.
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