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Abstract

In the past years, the number of autonomous vehicles developed for performing different tasks has increased significantly. Both in military and civilian scenarios, vehicles with an increasing level of autonomy are used to execute missions that take place in a location that is either hazardous or inaccessible for humans. They are also used when it would be impracticable to use vehicles operated by humans, either due to the strain on human resources caused by long-term missions or because it would simply be too costly to use such resources. Many projects have been developed that make use of such vehicles for a variety of purposes. Most of these projects use a limited variety of vehicles and/or are designed to be used for a narrow range of missions. Most of the specifics for each platform are also usually defined in an ad-hoc manner.

This dissertation aims at providing an integrated platform for the execution of a wide range of joint missions by a group of heterogeneous robotic vehicles. For that, both a platform and a set of languages that allow for the configuration of a mission have been developed.

In a first phase, a general architecture for systems that include autonomous vehicles was designed, taking into consideration several common requirements. This general model was then instantiated into a more specific architecture, where several components interact to allow for the definition and execution of cooperative missions.

After designing the platform architecture, and in order to configure all aspects regarding the mission, four XML-based dialects were created – scenario, teams, disturbances and missions. These dialects were categorized as static vs. dynamic and also according to their orientation toward the operating scenario or the team. The Scenario Description Language (SDL) describes the static elements of the scenario in which the mission will take place. The Team Description Language (TDL) describes the composition of the team and some team-specific constraints. The Disturbances Description Language (DDL) describes all (dynamic) elements anomalous to the environment that will constitute targets for the missions. The Mission Description Language (MDL) describes a mission for the team to perform, constituted by a set of phases.

Finally, a platform implementing the defined architecture was developed, comprised of several components, including a realistic simulator; a control panel for the operator to specify the mission and related elements; an agent to control traffic in a centralized manner on a localized area; an agent to control each vehicle, responsible, among other things, for mission planning and execution; and some other components.

This implementation of the platform and languages allows for a flexible configuration of missions, team and mission scenario. By using a test setting that included a scenario configured with two airports, a team comprised of several aircraft, two simple disturbances and a simple recognition mission, several components were tested when working together, in order to validate the approach. Tests with other vehicle types also proved the feasibility of using this platform with vehicles other than aircraft, showing that the approach is valid and the platform can be used with different vehicle types. Also, the platform’s modularity and flexibility allows it to be used as a testbed in several new research directions.
Resumo

Nos últimos anos, o número de veículos autónomos desenvolvidos para realizar diferentes tarefas aumentou significativamente. Tanto em cenários militares como civis, veículos com um nível de autonomia crescente são usados para executar missões que se realizam em locais que são ou perigosos ou inacessíveis para seres humanos. São também usados quando seria impráctável usar veículos operados por seres humanos, devido à tensão nos recursos humanos causado por missões de longo-termo, ou simplesmente porque seria demasiado custoso usar tais recursos. Muitos projectos foram desenvolvidos para usar veículos autónomos para uma miríade de fins. A maioria destes projectos usa uma variedade de veículos limitada, e/ou estão desenhados para ser usados num conjunto limitado de missões. A maioria das especificidades de cada plataforma são também normalmente definidas de uma forma ad-hoc.

Esta dissertação tem como objectivo fornecer uma plataforma integrada para a simulação e execução de um vasto conjunto de missões por um grupo de veículos robóticos móveis heterogéneos. Para tal, foram desenvolvidas tanto uma plataforma como um conjunto de linguagens que permitem configurar a missão a ser executada.

Numa primeira fase, foi desenhada uma arquitectura genérica para sistemas que incluem veículos autónomos, tendo em consideração vários requisitos comuns a estes sistemas. Este modelo genérico foi depois instanciado numa arquitectura específica, em que vários componentes interagem para permitir a definição e execução de missões cooperativas.

Após o desenho da arquitectura da plataforma, e de forma a permitir a configuração de todos os aspectos relativos à missão a ser executada, foram criados quatro dialectos baseados em XML – cenário, equipas, distúrbios e missões. A Linguagem de Descrição de Cenário (SDL – Scenario Description Language) descreve as bases de operações existentes, de onde os veículos poderão operar (as bases de operações podem incluir um aeroporto, porto, e/ou base terrestre), tipos de veículos (que serão instanciados pela equipa de veículos), e estruturas globais de controlo – áreas de voo restrito e controladores de tráfego para as bases de operações. A Linguagem de Descrição de Equipa (TDL – Team Description Language) descreve os veículos que compõe a equipa, assim como algumas restrições específicas da equipa, tais como as bases de operações que a equipa pode usar ou áreas de voo restrito adicionais. A Linguagem de Descrição de Distúrbios (DDL – Disturbances Description Language) descreve todos os elementos anómalos ao ambiente, e que irão constituir alvos para as missões (incluindo seres vivos, fenómenos naturais tais como fogos, eventos artificiais ou veículos). Os distúrbios podem ser criados num ponto espacial e temporal específico ou aleatório, sendo estacionários ou móveis, com um número variável de componentes, cada um deles com tamanho fixo ou variável e requerendo diferentes sensores para ser detectado. A Linguagem de Descrição de Missões (MDL – Mission Description Language) descreve a missão como um conjunto de fases (que podem ser dependentes umas das outras), cada uma realizando-se em determinadas áreas, e contendo possíveis requisitos e dicas, que funcionam como restrições rígidas e flexíveis para a fase, respectivamente. Além disso, cada fase tem um número de alvos, os quais podem variar em multiplicidade, e de acordo com o distúrbio que se relaciona com o alvo.
Finalmente, foi desenvolvida a plataforma que implementa a arquitectura definida, constituída por vários componentes. Depois de realizar uma análise de quatro categorias de alguns simuladores de voo existentes, o Microsoft Flight Simulator X foi escolhido pelas suas características, e provou ser um simulador realista, fornecendo tanto una simulação física do ambiente e veículos como uma representação visual da simulação. Para a especificação de todos os elementos referentes à missão, o Painel de Controlo (Control Panel) fornece uma interface gráfica para o operador especificar todos os elementos definidos nos quatro dialectos criados e controlar a plataforma. Um Agente de Controlo de Tráfego Aéreo (ATC – Air Traffic Control) foi desenvolvido para controlar o tráfego de forma centralizada numa área localizada. Este agente estende o uso desta plataforma à investigação de controlo de tráfego. Um Agente de Controlo de Veículo (Vehicle Control Agent) representa cada veículo, e tem várias responsabilidades, incluindo planeamento e execução de missões. Um Gestor de Distúrbios (Disturbances Manager) é responsável por representar todos os distúrbios no ambiente quando o simulador não o pode fazer, interagindo com os veículos e fornecendo-lhes leituras simuladas dos sensores. Uma Ferramenta de Análise de Desempenho (Performance Analysis tool), baseada nos ficheiros produzidos pelos diversos componentes da plataforma, e usando um conjunto de métricas adequado a cada tipo de missão, pode fornecer uma análise e informação de desempenho de uma missão ou conjunto de missões.

Esta implementação de plataforma e linguagens permite uma configuração flexível de missões, equipas e cenários para as missões.
Résumé

Ici le résumé en Français.
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</tr>
<tr>
<td>DATS</td>
<td>Durable Aviation Trainer Solutions</td>
</tr>
<tr>
<td>DDL</td>
<td>Disturbances Description Language</td>
</tr>
<tr>
<td>DF</td>
<td>Directory Facilitator</td>
</tr>
<tr>
<td>DOD</td>
<td>United States Department of Defense</td>
</tr>
<tr>
<td>EXCDS</td>
<td>Extended Computer Display System</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>FAA</td>
<td>Federal Aviation Administration</td>
</tr>
<tr>
<td>FCS</td>
<td>Flight Simulation Company</td>
</tr>
<tr>
<td>FCS</td>
<td>Future Combat Systems</td>
</tr>
<tr>
<td>FDM</td>
<td>Flight Dynamics Model</td>
</tr>
<tr>
<td>FEUP</td>
<td>Faculty of Engineering, University of Porto</td>
</tr>
<tr>
<td>FIPA</td>
<td>Foundation for Intelligent Physical Agents</td>
</tr>
<tr>
<td>FSX</td>
<td>Flight Simulator X</td>
</tr>
<tr>
<td>GIS</td>
<td>Geographical Information System</td>
</tr>
<tr>
<td>GML</td>
<td>Geography Markup Language</td>
</tr>
<tr>
<td>GPL</td>
<td>General Public License</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GSR</td>
<td>Galvanic Skin Response</td>
</tr>
<tr>
<td>IATA</td>
<td>International Air Transport Association</td>
</tr>
<tr>
<td>ICAO</td>
<td>International Civil Aviation Organization</td>
</tr>
<tr>
<td>IED</td>
<td>Improvised Explosive Device</td>
</tr>
<tr>
<td>IMO</td>
<td>International Maritime Organization</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>JADE</td>
<td>Java Agent DEvelopment Framework</td>
</tr>
<tr>
<td>JESS</td>
<td>Java Expert System Shell</td>
</tr>
<tr>
<td>KIF</td>
<td>Knowledge Interchange Format</td>
</tr>
<tr>
<td>KML</td>
<td>Keyhole Markup Language</td>
</tr>
<tr>
<td>KQML</td>
<td>Knowledge Query Manipulation Language</td>
</tr>
<tr>
<td>LEAP</td>
<td>Lightweight Extensible Agent Platform</td>
</tr>
<tr>
<td>LIACC</td>
<td>Artificial Intelligence and Computer Science Laboratory</td>
</tr>
<tr>
<td>LIDO</td>
<td>Laboratory of Informatics, Distributed Systems and Objects</td>
</tr>
<tr>
<td>MACE</td>
<td>Multi-Agent Computing Environment</td>
</tr>
<tr>
<td>MADKit</td>
<td>Multi-Agent Development Kit</td>
</tr>
<tr>
<td>MALLETT</td>
<td>Multi-Agent Logic Language for Encoding Teamwork</td>
</tr>
<tr>
<td>MAS</td>
<td>Multi-Agent System</td>
</tr>
<tr>
<td>MaSE</td>
<td>Multiagent Systems Engineering</td>
</tr>
<tr>
<td>MDL</td>
<td>Mission Description Language</td>
</tr>
<tr>
<td>MTS</td>
<td>Message Transport Service</td>
</tr>
<tr>
<td>NADS</td>
<td>National Advanced Driving Simulator</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NATO</td>
<td>North Atlantic Treaty Organization</td>
</tr>
<tr>
<td>NDB</td>
<td>Non-Directional Beacon</td>
</tr>
<tr>
<td>NRC</td>
<td>National Research Council</td>
</tr>
<tr>
<td>OGC</td>
<td>Open Geospatial Consortium</td>
</tr>
<tr>
<td>O-MASE</td>
<td>Organization-based MaSE</td>
</tr>
<tr>
<td>PDA</td>
<td>Personal Digital Assistant</td>
</tr>
<tr>
<td>PDT</td>
<td>Prometheus Design Tool</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional-Integral-Derivative</td>
</tr>
<tr>
<td>ROADMAP</td>
<td>Role Oriented Analysis and Design for Multi-Agent Programming</td>
</tr>
<tr>
<td>ROV</td>
<td>Remotely Operated Vehicle</td>
</tr>
<tr>
<td>SAGE</td>
<td>Scalable Fault Tolerant Agent Grooming Environment</td>
</tr>
<tr>
<td>SAM</td>
<td>Surface-to-Air Missile</td>
</tr>
<tr>
<td>SCM</td>
<td>Supply Chain Management</td>
</tr>
<tr>
<td>SDK</td>
<td>Software Development Kit</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>-------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>SDL</td>
<td>Scenario Description Language</td>
</tr>
<tr>
<td>SPEM</td>
<td>Software Process Engineering Meta-Model</td>
</tr>
<tr>
<td>TAC</td>
<td>Trading Agent Competition</td>
</tr>
<tr>
<td>TACUND</td>
<td>Tower Air Traffic Control at the University of North Dakota</td>
</tr>
<tr>
<td>TAEMS</td>
<td>Task Analysis, Environment Modeling and Simulation</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>TDL</td>
<td>Team Description Language</td>
</tr>
<tr>
<td>TFR</td>
<td>Temporary Flight Restriction</td>
</tr>
<tr>
<td>TMC</td>
<td>Toyota Motor Corporation</td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned Aerial Vehicle</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>UGV</td>
<td>Unmanned Ground Vehicle</td>
</tr>
<tr>
<td>UK</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>UML</td>
<td>Unified Modeling Language</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
</tr>
<tr>
<td>USARSIm</td>
<td>Unified System for Automation and Robot Simulation</td>
</tr>
<tr>
<td>USCG</td>
<td>United States Coast Guard</td>
</tr>
<tr>
<td>UUV</td>
<td>Untethered Underwater Vehicle</td>
</tr>
<tr>
<td>VHF</td>
<td>Very High Frequency</td>
</tr>
<tr>
<td>VIN</td>
<td>Vehicle Identification Number</td>
</tr>
<tr>
<td>VMS</td>
<td>Vertical Motion Simulator</td>
</tr>
<tr>
<td>VOR</td>
<td>VHF Omnidirectional</td>
</tr>
<tr>
<td>W3C</td>
<td>World Wide Web Consortium</td>
</tr>
<tr>
<td>WASD</td>
<td>Wide Area Search and Destroy</td>
</tr>
<tr>
<td>XML</td>
<td>eXtensible Markup Language</td>
</tr>
<tr>
<td>XSD</td>
<td>XML Schema Definition</td>
</tr>
</tbody>
</table>
ABBREVIATIONS AND ACRONYMS
Chapter 1

Introduction

This chapter provides an overview of this thesis, and the developed work reported herein. First, the context and motivation are described, followed by a brief presentation of the main goals and possible applications of the developed platform and, also, a summary of the main contributions. Finally, the structure of this thesis is outlined.

1.1 Context and Motivation

In the past years, the number of operations and tasks performed by robots with different levels of autonomy has increased significantly. Some of the foremost examples involve the military applications of autonomous and remotely operated vehicles. The United States, for instance, has invested millions of dollars in autonomous vehicles and will continue to do so in the future [DOD, 2005].

The first applications used remotely operated vehicles (ROV) to perform tasks in environments that were either dangerous or inaccessible to human beings. Examples of such environments include mine fields [Das et al., 1999] or the bottom of the ocean (with applications both in the military [von Alt et al., 2001] and scientific areas [Ballard, 1993]), among others. One of the aspects that needs to be considered when using these vehicles is the interface used to maneuver the vehicle remotely [Fong & Thorpe, 2001].

One of the most visible application of semi-autonomous ground vehicles is the detection of improvised explosive devices (IED) [Miller, 2006]. Some robots have achieved some notoriety in this field, as is the case of TALON [GlobalSecurity.org, 2005b]. Another use of unmanned ground vehicles is to transport cargo, relieving soldiers from that task [GlobalSecurity.org, 2005a]. In order to promote research and advancements in autonomous ground vehicles, the Defense Advanced Research Projects Agency (DARPA) has promoted a challenge (the DARPA Grand Challenge\textsuperscript{1}), consisting in off-road as well as urban scenario operations [Buehler et al., 2009]. This challenge and its tempting prize has contributed greatly for the technological advancements in unmanned

\textsuperscript{1}More information available online from http://archive.darpa.mil/grandchallenge/index.asp
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One of the most visible applications of UGV technology to everyday tasks is seen in several modern vehicles, which are capable of parking themselves with minimum or no aid from the driver [Vestri et al., 2005].

Underwater vehicles have also evolved over the past years. Initially powered and controlled remotely (named Remotely Operated Vehicles – ROV), they evolved in terms of autonomy, first in terms of power (Unmanned Untethered Vehicles – UUV) and then in terms of control and navigation as well (Autonomous Underwater Vehicles – AUV) [Blidberg, 2001]. These vehicles have practical applications in distinct fields, ranging from military [NRC, 2005] to scientific, including fields such as underwater archeology [Mindell & Bingham, 2001], and even commercial [Whitcomb, 2000]. More recently, autonomous surface water vehicles have also been the subject of research and attention [Cruz & Alves, 2008a].

Perhaps the most visible of autonomous vehicles are aircraft. Unmanned Aerial Vehicles (UAV) achieved a big notoriety due to their use by the US military during the last wars they participated in [Haulman, 2003]. Their commitment to the development and use of UAVs in the future is also visible in [DOD, 2005]. The use of UAVs is not limited to military scenarios, but several civilian UAVs have also been developed, probably the most notable ones used by NASA (National Air and Space Administration) [Nonami, 2007]. More recently, there has been a line of research that deals with UAVs of reduced size, which are more suited for some small-range missions or for urban environments [Hermans & Decuypere, 2005].

Some concerns still exist, however, when providing these vehicles with an increasing level of autonomy, and the human factor continues to be one important aspect when considering operations with autonomous vehicles [McCarley & Wickens, 2005]. Some form of manual override should always be present, allowing the vehicles to be remotely operated, and allowing some decisions the vehicle may have made to be revoked.

As can be seen, there are several areas where the number of operations with autonomous vehicles is increasing. As the level of autonomy of the vehicles increases, so does the desire to operate with multiple vehicles [Ryan et al., 2004]. These solutions allow only one operator to control multiple vehicles for the execution of a mission, thus increasing the overall performance of the system and decreasing the (human) requirements of the system.

1.2 Main Goals

The main goal of this dissertation is to design and implement a multi-agent system composed of a simulation environment and autonomous vehicles capable of self-coordination in order to accomplish high-level missions, such as forest surveillance and fire detection, target surveillance and tailing, providing aid in search & rescue operations, and other tasks, thus extending research on intelligent agent coordination.

Given the complexity involved in such goal, some more concise and measurable tasks have been defined:
• Development of a simulation platform that can be used in the implementation and evaluation of coordination and planning methodologies among heterogeneous autonomous vehicles. Such platform must include several components in order to accomplish that goal (an overview of such components can be found in section 3.2 and a detailed description of each component in chapters 5 and 6):

  – A comprehensive simulation platform that can be used to provide both a simulation engine capable of simulating autonomous vehicles in a realistic environment and a truthful visual feedback of the simulation;
  – A central application that can be used by an operator as an interface to the platform, allowing him to configure the platform and all the necessary elements for a mission to be performed;
  – A uniform manner in which to control different vehicles types, with a similar set of high-level maneuvers and commands;
  – A mechanism to detect and avoid possible conflicts (mostly collisions) between vehicles, effectively also providing with a centralized traffic control for the vehicles;
  – The necessary mechanisms for a simulation to be recorded for posterior analysis, and the methods to analyze such missions.

• Development of languages that can be used to provide a high-level description of all the entities necessary for the operation of such a platform:

  – Description of the scenario in which the simulation takes place, including all static entities present therein;
  – Description of the team of autonomous vehicles that will operate on the environment and their capabilities;
  – Description of the disturbances or abnormalities that exist in the environment, and their behavior and interaction with both environment and vehicles;
  – Description of the mission to be performed by the team.

### 1.3 Practical Applications

Several practical applications can be devised from this application, such as Search and Rescue operations, several military operations, civilian surveillance (fire, pollution), as well as some commercial applications. Some of these applications are described below.

**Search & Rescue**  Search and Rescue can be defined as the cooperative use of resources in order to accomplish the goal of locating and rescuing a person or group of persons (or other material assets) that are either lost or in some way at risk.
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In many situations, these operations are conducted either on a large area, or in an urban environment, where accessibility can be an important issue to consider. In such environments, the use of automated mechanisms becomes a requirement in order to decrease search times, and increase the probability of detecting and rescuing the person(s) in need in a timely manner [Casper & Murphy, 2003] [Goodrich et al., 2008].

In order to optimize the search, several patterns can be used, including track line, parallel, creeping line, sector, or square [USCG, 2006]. Each of these search patterns has its own advantages and disadvantages (such as the time spent covering the search area, the effective area covered by one sweep, or the detection probability, among others), and each pattern is better suited for particular situations [Frost, 1996].

Fire Detection One of the most visible applications is forest surveillance, in search for fires. This application can have a significant effect, since an early detection of the fire, before it spreads too much, can contribute to a faster response by the fire departments, thus avoiding damages to the local ecosystems or infrastructures. A fire changes the environment in several manners, and can be detected by sensing the changes it causes. These changes include temperature, concentration of several gases, such as carbon monoxide or carbon dioxide, visible smoke and flames, which can be detected using image processing software, and others. Many works have been published over the years regarding automatic fire detection using a combination of different sensors [Jackson & Robins, 1994], [Mueller & Fischer, 1995], [Pfister, 1997], [Gottuk et al., 2002]. Several research groups have envisioned the detection and monitoring of forest fires using Unmanned Aerial Vehicles to carry several sensors and ongoing research seems promising regarding this application [Casbeer et al., 2006], [Esposito et al., 2007], [Martínez-de-Dios et al., 2007].

Hydrothermal Vents Detection Hydrothermal vents are fissures on the planet’s surface, from where geothermally heated water sprouts (on land, different types of vents exist, including fumaroles, geysers, hot springs and others – the most famous one probably being the Old Faithful geyser, located in Yellowstone National Park, in the northwest of continental United States [Rinehart, 1969]). Finding underwater hydrothermal vents (also known as sea vents or black smokers) or similar structures is a possible application of this platform.

The first underwater hydrothermal vents were discovered back in 1977 [Ballard, 1977], using the ANGUS (Acoustically Navigated Geophysical Underwater System) vehicle, a deep-towed two-ton vehicle, equipped with cameras and temperature sensors2, and had a profound impact in many fields, such as geology, geochemistry, geophysics [van Andel & Ballard, 1979] and biology [Grassle et al., 1979] [Baross & Hoffman, 1985]. In 2000, a new set of vents was discovered in an unsuspected place, containing never-before seen structures that reach 60m in height, resembling underwater sky-scrapers (the area was named Lost City Hydrothermal Field) [Kelley et al., 2001]

2ANGUS was towed 2500 meters below the surface by the Research Vessel Knorr, using a steel cable. More information about the discovery of hydrothermal vents is available at http://www.divediscover.whoi.edu/ventcd/
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[Kelley et al., 2005]. The minerals released by hydrothermal vents can also be of use to the industry, as underwater mining operations become a reality [Hoagland et al., 2010]. Some work has already been developed in order to automate the search for these vents, using autonomous underwater vehicles (AUV) [Yoerger et al., 2002] [Jakuba, 2007].

Pollution Detection and Measurement A similar problem is the detection of pollution and its source [Naden, 1971]. In the current context, where the concern with the environment becomes paramount, it is important to identify the major pollutants affecting the environment, and their sources, as to provide authorities with the information that allows them to take the necessary measures to stop or decrease the levels of pollution [Mashyanov et al., 2001], [Chavent et al., 2007], [Rajkovic et al., 2008], [Weimer et al., 2009].

A particular case of pollution detection is the detection of radiation. Solutions based on UAVs have already been proposed to provide with a means to perform atmospheric radiation monitoring and measurement [Stephens et al., 2000].

Mobile Target Detection and Pursuance A similar application, but considering a mobile target, consists in detecting a vehicle and following it after detection, as to determine its destination or behavior [Coifman et al., 2004], [Lee et al., 2003], [Rysdyk, 2006], [Rafi et al., 2006]. This type of mission is very important in a military or law-enforcement scenario, if the vehicle being targeted for tracking either belongs to the enemy forces, or is suspected of performing some illegal activity.

Illegal Activities Detection Another application is the use of infrared sensors to detect the cultivation of illegal drugs, such as marijuana [Bennett et al., 1996]. By using the appropriate sensors, the chemical products resultant of the production of certain drugs (such as methamfetamines) can also be detected by the vehicles. Another possibility is the detection of oil tankers performing illegal tank cleaning operations at sea.

1.4 Contributions

The contributions perceived to be the main contributions presented herein are:

1. Initial Contributions

- **Generic Model** Associated with the developed platform, the model developed for generic robotic systems (described in section 3.1) is perceived to be an important contribution. It provides system designers with a starting point for their work, avoiding or shortening the common initial tasks involved in the design of systems comprised of several mobile (robotic) agents [Silva et al., 2011b].

- **Use of Realistic Simulator** When exploring the capabilities of the chosen simulator, it was used as an immersive simulation environment that allowed for the assessment of the emotional state of a person (as described in section 5.1.2.2) [Silva et al., 2009b].
2. Developed Platform

- **Platform** The developed platform, described in chapter 3, is one of the foremost contributions of this thesis. It allows for both a macro and micro vision of the simulation, through the use of a realistic simulator. It supports different vehicle types, including aircraft, ground vehicles, boats and submarines (the last not directly supported by the chosen simulator) [Gimenes et al., 2008], [Santos, 2010], [Sousa, 2010].

- **Languages** The four developed languages and their classification and definition, described in chapter 4, are considered to be major contributions to the community, given that they can be used to specify, using high-level concepts, an operating scenario, team composition, disturbances in the scenario, and a mission for the team to perform [Silva et al., 2011d], [Silva et al., 2011c], [Silva et al., 2011a].

### 1.5 Document Structure

The remainder of this document is organized as follows:

- Chapter 2 presents a brief literature review on several topics related to the developed work – section 2.1 covering agents, multiagent systems and related topics; section 2.2 covering topics regarding simulation, with a focus on flight simulation; and section 2.3 covering some topics related to the developed languages.

- Chapter 3 presents a general model designed for systems with requirements similar to the one presented herein, followed by the specific platform architecture and its description, as well as an introduction to the four developed languages and their categorization.

- Chapter 4 describes the four developed languages in more detail, starting with a presenting of some implementation considerations, and followed by a complete description of the Scenario, Teams, Disturbances and Mission Description Languages.

- Chapters 5 and 6 are dedicated to the description of the main components of the developed platform. Chapter 5 focuses on the components the operator has some control over:
  - the Simulator, detailing its choice and some adaptations, as well as possible applications (section 5.1);
  - the Control Panel for the platform and its functionalities (section 5.2);
  - the Disturbances Manager, (section 5.3);
  - the Monitoring Tool, which allows the operator to be kept apprised of the status of a simulation session, and also allows for a more detailed monitoring of each of the vehicles (section 5.4)
  - the Logging and Performance Analysis tools, describing how simulation data is stored, and how the performance of the team can be evaluated when performing a mission (section 5.6)
Chapter 6 focuses on the autonomous agents that will populate the platform, providing with information regarding the chosen agent communication platform and describing in detail the following components:

- the ATC agent, covering its details and operations (section 6.2);
- the Vehicle Control Agent, covering several aspects related to vehicle control (section 6.3);

• Finally, chapter 7 presents an evaluation on several components of the platform, as well as the conclusions and some lines for future work.
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Chapter 2

Literature Review

This chapter provides with a literature overview on some generic topics related to this thesis. It is divided into three large areas – agents and multi-agent systems; simulation environments, with an emphasis on flight simulation and related topics; and specification languages, that have some similarity in use or content with the developed languages. It is not the aim of this chapter to provide with a comprehensive and exhaustive literature review for the presented topics, but rather to provide an overview of several topics that are referenced throughout this dissertation.

2.1 Agents and Multi-Agent Systems

This section presents a brief overview of agents and multi-agent systems, as well as some agent-related topics. First, the concepts of agent is presented, followed by the characterization of the environment in which an agent exists, and the description of some generic agent architectures. Then, the concept and applications of multi-agent system are presented, followed by an introduction to coordination in multi-agent systems. An overview on agent communication platforms is presented in section 2.1.6, and some platforms are described. Finally, in section 2.1.7, an overview on agent-oriented software engineering methodologies is presented and some methodologies described.

2.1.1 Agents

Agent-oriented applications are more and more replacing traditional linear, monolithic or object-oriented ones. This phenomenon occurs mostly because agents are a good software paradigm to solve problems in open, heterogeneous and distributed environments, and because agents are able to solve problems that conventional centralized approached could not solve in a suitable manner.

In chapter 2.3 of [Wooldridge, 2002], Wooldridge sums the main differences between agents and objects to one slogan – "Objects do it for free; agents do it because they want to". This expression illustrates agents’ ability to make autonomous decisions, thus maintaining control over
their own state and behavior. The notion of an agent is one that has developed from several scientific areas, from Artificial Intelligence (problem solving, logical reasoning, planning, learning, ...) to Software Engineering (agent-oriented programming, ...) and even Sociology (agent interaction, ...) or Game Theory and Economics (negotiation, conflict resolution, market mechanisms, ...), each of these areas contributing with a portion of typical agent behavior or capabilities [Reis, 2003].

There is no generally accepted global definition of agent, mostly due to the lack of a well defined programming paradigm for distributed systems, and the loosely manner in which the term is used to depict simple applications. However, based on several authors ([Smith et al., 1994], [Hayes-Roth, 1995], [Wooldridge & Jennings, 1995], [Maes, 1996], [Franklin & Graesser, 1996], [Russel & Norvig, 2002]), one can say that, in the artificial intelligence area, an agent is defined as a computational system with the ability to perceive the outer environment, through sensors, to decide and interact autonomously with that same environment, through the use of actuators, and possessing high-level communication capabilities, in order to perform the task it was designed to [Reis, 2003]. Figure 2.1 illustrates a typical schema of an agent, showing the interaction between the agent and the environment – the environment can be the real world (or part of it), when dealing with a robotic agent, or a simulated one, when dealing with software agents. Examples of robotic agent sensors include video cameras, microphones, infrared or ultra-sound proximity sensors, accelerations sensors, gyroscopes, temperature and humidity sensors, and many others. Actuators usually consist of engines and wheels, robotic arms and legs, speakers and others.

Figure 2.1: Generic Agent Schema (Adapted from [Russel & Norvig, 2002])

Several properties are imposed to an agent, given the above definition; others are desired in certain conditions or applications. Some of these properties are analyzed below.

- **Autonomy.** Although an essential and the most consensual characteristic in the definition of an agent, full autonomy cannot be attained, given that the agent needs to be created and activated by either a human being or another agent. However, according to Nwana, autonomy refers to the agents’ capability to act based on an internal set of rules, without human guidance [Nwana, 1996].
• **Social Skills.** Related to agents’ communications skills and interaction with other agents, social skills require the usage of a common high-level language and a shared ontology.

• **Reactivity.** This property relates to the agents’ capability to rapidly react to changes in the environment, adjusting itself to it. The interest over reactivity led to a great deal of investigation on the area [Ferber & Drogoul, 1992]. Examples with ant colonies were used to prove that simple reactive agents can show collective traces of intelligent behavior, even solving tasks considered complex.

• **Pro-activity.** Also known as initiative, it represents independent behavior, actions being triggered not only by environmental changes but also according to the agent’s goals.

• **Mobility.** Mobility can refer to spatial mobility of a robotic agent, or to the ability of a software agent to move across a computer network. This is particularly interesting when referring to information retrieval agents that work across the internet.

• **Cooperation.** Cooperation is the ability to work together with other agents, in order to achieve a common goal, or complete a common task. In order to cooperate, the agent should possess social skills, in order to communicate with other agents.

• **Learning.** The ability to learn allows an agent to improve its performance in a dynamic environment, by adjusting its behavior according to the success or failure of its previous actions.

### 2.1.2 Environment

The environment is the context where the agents operate, and where their sensors gather data from. Based on [Russel & Norvig, 2002], the environment can be categorized along six dimensions, which are described below:

• **Fully Observable vs. Partially Observable.** A fully observable environment is one in which an agent can access, through its sensors, all relevant environment state information for its decision making process. A partially observable environment, on the other hand, implies that part of the information is inaccessible, or inaccurate.

• **Deterministic vs. Stochastic.** A deterministic environment is one in which the result of an action, for a given environment state, is completely determined. In a stochastic environment, in contrast, the effects of an action are not completely determined, and are also affected by the presence of random variables or probabilities.

• **Episodic vs. Sequential.** In an episodic environment, the agent’s actions can be divided into single, unrelated episodes, each one not affecting future ones. In a sequential environment, one choice can affect all future decisions.
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- **Static vs. Dynamic.** An environment is static if it does not change during the time the agent is deciding the action to take. If the environment keeps changing while the agent is making its decision, the environment is said to be dynamic.

- **Discrete vs. Continuous.** This distinction can refer to environment state, perceptions, actions and how time is dealt with. Continuous implies a continuous range of values and discrete implies a finite number of possibilities.

- **Single Agent vs. Multi-agent.** Single-agent environments are those in which only one agent is operating. Multi-agent environments imply the existence of more than one agent. These can be either competitive (if another agent’s performance measure is opposite to the performance measure of the agent in question) or cooperative (if performance measures are similar).

According to the above definitions, a partially observable, stochastic, sequential, dynamic, continuous, multi-agent environment is the most difficult one to handle. The real world is a perfect example of such an environment, as is the one used in this dissertation (see section 5.1.1 for more information).

### 2.1.3 Agent Architectures

Some attempts of agent architecture classification have been made. In [Russel & Norvig, 2002], Russel and Norvig propose five different architectures:

- **Simple Reflex Agents.** Being the simplest kind, reflexive agents interpret the sensorial input and determine the proper action by means of matching the current state with previously existing condition-action rules, thus constituting purely reactive agents.

- **Model-based Reflex Agents.** This kind of agents improves the previous one by maintaining a representation of the world, which is updated dynamically with the perceptions. Consequently, the same perceptions in different moments of time will possibly generate different actions.

- **Goal-based Agents.** This type of agents also includes, alongside the environment model, information about the desired objectives, in order to determine the best course of action. Search and planning might be desired prior to making a decision.

- **Utility-based Agents.** Despite the proverb that says that all roads lead to Rome, some roads are better than others. This means that goals by themselves are not enough; a utility function is desired to measure the degree of goal satisfaction. In this scenario, actions are chosen in order to maximize the agent’s utility function.

- **Learning Agents.** These agents are able to learn from experience, in order to improve their performance and thus become more capable than the original knowledge allows it to be. In order to learn, feedback about the effect of the agent’s actions is necessary, and
when interpreted as penalty or reward, allows it to determine better actions to take, thus augmenting or replacing existing rules.

Earlier, in 1994, in [Wooldridge & Jennings, 1994], Wooldridge and Jennings proposed three architecture categories:

- **Deliberative Architectures.** These architectures follow the classical AI approach, where the agents possess an explicit symbolic model of the world, and decisions are made through logical reasoning.

- **Reactive Architectures.** These architectures do not include any kind of central symbolic world model, and do not use complex symbolic reasoning, attempting to make decision in real-time. The most well-known reactive architecture is Brooks’ Subsumption Architecture [Brooks, 1986], which predicts the existence of several independent behaviors and a mechanism to select the best possible action at each moment, thus producing a behavior subordination hierarchy.

- **Hybrid Architectures.** As the name suggests, these architectures make use of the characteristics of both deliberative and reactive architectures.

The same authors (Wooldridge and Jennings) also presented, a year later, the concept of a layered architecture [Wooldridge & Jennings, 1995]. The several subsystems are organized in hierarchies that interact by levels. With horizontal layers, each layer is connected to sensorial input and produces an action suggestion, which may imply the use of a mediator, which chooses the appropriate action for each moment. With vertical layers, information flows from layer to layer, which implies that all layers must be working in order to produce a coherent result. Another architecture worth mentioning is the BDI (Belief-Desire-Intention) architecture [Rao & Georgeff, 1991]. It’s an essentially deliberative architecture, where the agent’s internal state is a set of mental states based on the notions of beliefs, desires and intentions. Beliefs represent information, thus describing the environment. Desires are the ultimate goals the agent must achieve and intentions correspond to a set of actions or tasks selected by the agent in order to achieve the desired goals. More complex architectures were also proposed, as is the case of the social agent architecture [Moulin & Chaib-draa, 1996]. These agents must possess explicit models of other agents, updating these models with information retrieved from perceptions and communications. Selecting the best architecture is a task that requires the consideration of the environment the agent will exist in, the tasks the agent will need to perform, the existence and characteristics of other agents in the environment, and so on. Although agent technology has many potential applications at the industrial and commercial level, the vast majority of these applications are actually multi-agent systems and not isolated agents (industrial applications, e-commerce solutions, entertainment and medical products, as well as scientific research competitions).
2.1.4 MultiAgent Systems

Multi-Agent Systems are systems composed by multiple agents, capable of both autonomous behavior, in order to satisfy their agenda, and interaction with other agents present in the system. A key concern is to manage interactions and activity dependencies between agents, or, in other words, to coordinate the agents [Lesser, 1999]. Although being a relatively recent area of study, it has registered an accentuated growth, with not only the appearance of international conferences, magazines and books about the subject, but also with the visibility it has achieved along with the social communication and general audience, with the RoboCup International competitions [RoboCup, 2010], [Kitano et al., 1997]. The emergence of Multi-Agent Systems is related to a number of motivations, including the need to provide more natural solutions for inherently distributed problems, or where knowledge or professionals were physically apart, the inadequacy of centralized programs to solve large problems, the need for faster, more robust and scalable applications, the need to maintain private part of the information and knowledge of the agents involved, the will to study individual and social intelligence and behavior, and many other [Reis, 2003], [Stone & Veloso, 2000].

Scientific research and practice in Multi-Agent Systems, which in the past has been called Distributed Artificial Intelligence (DAI), focuses on the development of computational principles and models for constructing, describing, implementing and analyzing the patterns of interaction and coordination in both large and small agent societies [Lesser, 1999]. DAI focuses on problems where several agents perform parts of a task and communicate in a high-level language. DAI can be divided into two main research areas [Bond & Gasser, 1988], [Durfee & Rosenschein, 1994]:

- **Distributed Problem Solving.** The problem at hand is divided into a number of smaller modules, or sub-problems, which are solved by separate entities (agents) that cooperate only on workload sharing and knowledge and result sharing.

- **Multi-Agent Systems.** The goal is to coordinate a number of autonomous agents, by coordinating knowledge, goals, skills and plans in order to collectively solve problems and perform tasks.

Coordination is divided into two distinct areas - cooperative coordination and competitive coordination. While the latter centers of attention on solving conflicts between self-interested agents (mainly through negotiation processes, where electronic markets and auctions take particular relevance), the former focuses on coordinating agents with a notion of common benefit (the most commonly used methodologies allow the definition of roles, definition of a structural organization, definition and allocation of tasks or multi-agent planning). Communication between agents requires a communications module, which can follow one of two major architectures [Huhns & Stephens, 1999] [Genesereth & Ketchpel, 1994]:

- **Direct Communication.** Each agent is responsible for handling all communication details, thus requiring other agents’ communicational details also. A key problem with this architecture is possible system collapse, if all agents decide to send messages simultaneously.
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- **Assisted Communication.** Partially solving problems caused by the above described architecture, agents delegate communicational details to facilitator agents, which are responsible for routing messages to their recipients. However, centralizing communication capabilities may introduce a bottleneck in the system. Also, these facilitator agents may have the ability to keep messages until they are successfully received, avoiding message misplace and guaranteeing message reception order - although this feature may introduce a slight degradation in communications time.

Huhns and Stephens define four kinds of agents, based on the two types of messages they can send and/or receive - assertions and questions [Huhns & Stephens, 1999]. In order to communicate, there is the necessity to develop a common language, specifying syntax, semantics, vocabulary, pragmatic and speech domain model. In the early nineties, two main developments were achieved by the Knowledge Sharing Effort [Genesereth et al., 1992], [Finin et al., 1994]:

- **KIF (Knowledge Interchange Format).** KIF is meant to represent knowledge on a specific domain. It is based on first-order logic, using a prefix notation, making it possible to be interpreted by both humans and computer programs. It describes domain properties and relationships between objects, providing logical boolean operators, universal and existential quantifiers, and the most typical data types. It was primarily developed to express the contents of KQML messages.

- **KQML (Knowledge and Query Manipulation Language).** KQML is a language for message-based communication between agents. It specifies all necessary information for message content understanding. Each message is comprised of a performative (message type), and a number of parameters with respective value. The natural growth of this language, however, has brought some problems, such as backwards compatibility issues, originated by modifications to the number and types of performatives [Labrou & Finin, 1997].

By the mid and late nineties, the Foundation for Intelligent Physical Agents (FIPA) started developing Multi-Agent Systems standards. One of these standards is the FIPA ACL (Agent Communication Language), a language similar to KQML, but containing a lot less performatives (only twenty, in comparison with the more than forty specified by KQML), and more adequate to negotiation processes [FIPA, 2002a]. In order to define a common and globally accepted vocabulary, with the same expressions and meanings, ontologies are typically used, specifying not only class taxonomy but also concepts, properties and relationships. Learning in Multi-Agent Systems is becoming an increasingly important area of study, not only because adjusting individual behavior to the group is important, but also because a better understanding of group or team learning is desired. Two types of multi-agent learning can be identified - interactive and individual [Weiß, 1996]. While the former relates to situations where agents collectively try to achieve their common learning goals, the latter pertains to situations where each agent tries to reach its own learning objectives, but the process is affected by other agents. In section 6.2 of [Sen & Weiß, 1999], Sen and Weiss describe the main categories for multi-agent learning characterization.
2.1.5 Coordination

The definition of coordination is not consensual among researchers, but from several different definitions [Malone & Crowston, 1994], [Jennings, 1996], one can say that coordination is the act of working together in a harmonious manner, in order to attain a common goal [Reis, 2003]. Coordinating agents is necessary or desired for several possible reasons - dependency relationships between agents (some researchers developed distinct classification methods for these dependencies [Wooldridge, 2002], [Malone & Crowston, 1994], [Sichman & Demazeau, 1995]), necessity to coordinate actions, either because no single agent possesses all knowledge or resources to solve the task at hand, or due to the existence of a set of global restrictions, such as cost, time, resources, that must be met [Jennings, 1996]. Also, efficiency concerns and anarchy and chaos prevention are seen as reasons for the utilization of agent coordination [Nwana et al., 1996]. Two major difficulties are identified in multi-agent coordination [Wooldridge, 2002]:

- Agents may be designed by different developers, with distinct goals, thus introducing the need to negotiate with other agents, in order to persuade them into cooperation.
- Given the agents’ autonomy and real-time decision making, they must coordinate their actions with other agents present in the system also in real-time.

These difficulties, allied with the reasons mentioned above, led to the proposal of several coordination methodologies, some of which are briefly presented in the following pages. Two distinct approaches in Multi-Agent System construction are identified - systems comprised of competitive agents and those composed of cooperative agents. While the former usually involve many designers, and agents with their own agenda and motivation, interested in their own wellbeing, the latter are usually projected by the same person or team, and the agents have a notion of global utility and welfare. Competitive coordination will not be analysed in detail, in this work, since the current project entails cooperative coordination only. However, it is worth mentioning that negotiation is the most significant form of competitive coordination, with much research done in the area. Tambe makes a distinction between coordination and teamwork, the latter being a sub-area of the former [Tambe, 1997]. Teamwork requires that all elements of the team have the same common goals, cooperating amongst themselves to achieve those goals, while cooperation does not necessarily imply that common effort. Lesser and Corkill state that the goals of coordination are to assure that all parts of the problem are solved by at least one agent, assure that all agents interact in order to allow the tasks to be executed and integrated into the global solution, assure that all agents act in order to attain global goals in a consistent manner, and to assure that these goals are achieved within the computational and resource limits available [Lesser & Corkill, 1987]. A coordination model, as seen in Fig. 2.2, is a formal schema through which interactions between agents can be expressed. It handles creation, destruction, activities, communication, spatial distribution and mobility, as well as action synchronization, distribution and monitoring along time [Reis, 2003]. It can be seen as being comprised of three elements [Ciancarini, 1996]:
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- **Coordination entities.** The entities to be coordinated. In a Multi-Agent Systems, these entities are the agents.

- **Coordination media.** These make communication between agents possible. A coordination medium can also aggregate agents that should be manipulated as a whole. They include physical interaction means, communication channels, and so on.

- **Laws of coordination.** These describe how agents coordinate themselves through the given coordination media and using a number of coordination primitives.

In order to measure the success of a given attained solution, Wooldridge proposed that coherence could be used, being measured in terms of quality, efficiency, resource usage, clarity, uncertainty and/or fault tolerance [Wooldridge, 1994]. A key identified problem is inconsistencies. These appear primarily due to the nature of the environment and the dimension of the system. To deal with inconsistencies, some methodologies were proposed, such as ignoring them, belief revision methodologies [Malheiro & Oliveira, 2000], treating them as conflicts and solve through negotiation, or build systems robust enough to reason even in the presence of inconsistencies [Lesser & Corkill, 1981]. One of the first coordination methodologies was suggested in the early eighties, by Smith and Davis [Smith & Davis, 1981]. They propose a three stage approach:

- Problem decomposition into smaller ones, usually in a hierarchical manner, with the least possible interdependencies.

- Individual solving of the small problems, which may involve task to agent allocation and information exchange during resolution.

- Solution integration, into the global solution, usually in the reverse order of the first stage problem decomposition.

This allows two major forms of cooperation – task-sharing and result-sharing. Regarding the task-sharing coordination, the Contract-Net protocol is the most popular method. The protocol starts
with the agent that needs a task to be done. It sends a message, specifying the tasks and restrictions, to agents capable of executing the task, which in turn respond with a proposal or refusal. The organizing agent then sends an acceptance or refusal of the received proposals [FIPA, 2002b]. Regarding result-sharing coordination, Durfee suggest that agents can improve their performance in terms of confidence, since combining all solutions, errors can be detected and confidence in the global solution increases; completeness, since combined local visions can produce a larger global vision of the problem and solution; precision, since shared results can improve global solution’s precision; and time, since the necessary time to reach the solution can diminish, with the additional information received from other agents [Durfee, 1999]. Multi-Agent Planning is another type of coordination, with three identified possibilities - centralized planning of distributed plans, distributed planning of a global plan and distributed planning of distributed plans [Durfee, 1999]. Although a centralized planning is preferable, given the global problem vision held, it is not always possible, or desired, given the distributed nature of the problem and agents, or the need to maintain some information private. Partial Global Planning was proposed in the late eighties by Durfee and Lesser and is based on information exchange in order to reach a global solution for a problem [Durfee & Lesser, 1987]. It has three stages - goal generation, when each agent defines short-term plans to achieve its desired goals; information exchange, when agents exchange information about plans, goals and solutions; and local plan changing, when agent adjust their local plans according to the information they received. In order to avoid incoherence, a meta-structure called Partial Global Plan is used, containing the goals shared by all agents, activity maps, with each agent’s activities and expected outcomes, and solution construction graph, specifying how agents should interact and exchange information in order to produce the global solution. Later on, in the mid-nineties, Decker extends this mechanism in his doctoral thesis, naming it Generalized Partial Global Planning [Decker, 1995]. He proposed five methodologies - updating non-local viewpoints, communicating results, handling simple redundancy, handling hard coordination relationships and handling soft coordination relationships. It also includes scheduling tasks with deadlines, heterogeneous agents and communication at multiple abstraction levels, making it much more flexible and practical. It was implemented in the TAEMS framework - Task Analysis, Environment Modeling and Simulation [Decker, 1996]. It allows the representation of complex agent coordination problems, as well as the analysis of the system’s behavior, graphically showing tasks, agent actions and statistical data. It describes the environment and tasks in three levels - objective, subjective and generative. A problem is represented as a group of tasks, which is represented in a tree-like structure, where tasks are decomposed from the root to the leafs. The results are evaluated according to the necessary time to complete the tasks and the quality of the solution, measured by completeness, utility, precision, or any other desirable aspect. The Joint Intentions Framework was proposed in the early nineties [Cohen et al., 1990]. It is focused on the joint mental state of a team. It is every agent’s responsibility to inform the remaining agents if the global objective has been attained, if it is impossible to attain the global objective or if there is no valid reason to attain the global objective. In the late nineties, Stone and Veloso introduced the Locker Room Agreement [Stone & Veloso, 1998], [Stone, 2000]. It is a high-level coordination mechanism useful in
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reduced communication domains. It is based on a team flexible structure definition, based on roles, specifying agent behavior and role switch mechanisms; formations, composed of a set of roles and trigger conditions for their activation; and set-plays, for execution in specified conditions. Despite some flexibility introduced by the redefinition of the notion of formation, it has some limitations - for systems which include spatial location, individual roles have to be defined for each agent, which in some scenarios can be extremely elevated. In the mid-eighties, mutual modeling was proposed by Genesereth [Genesereth et al., 1986]. According to this approach, each agent creates a model of every other agent in the team, thus allowing it to predict their actions. A similar cooperation method was used in MACE, one of the first testing environments for Multi-Agent Systems [Gasser et al., 1987]. Based mainly on [Balch & Arkin, 1994], an intelligent perception method was proposed [Reis & Lau, 2001b]. By making intelligent use of sensors, it is possible to monitor other agents’ actions in the environment, thus facilitating coordination and cooperation, without communication. Several more methodologies were proposed, many of them applied to the RoboCup environment [RoboCup, 2010], [Lau & Reis, 2007], [Mota et al., 2011]. However, two problems are identified - most implemented Multi-Agent Systems do not provide the flexibility to dynamically rearrange teams and roles according to necessities in their coordination mechanisms, and on the other hand, most coordination methodologies do not deal well with spatial mobility, and therefore are not applicable to robotic agent teams operating in the real world, or realistic simulations of it.

2.1.6 Agent Communication Platforms

Agent communication platforms are platforms that provide support for the development of agent-based applications, namely by abstracting developers from the specifics of agent-communication implementation. Since the standards for agent communication appeared, several platforms have been developed and proposed by the scientific community, implementing agent communication using these standards and freeing developers from having to implement them.

These platforms usually feature a number of services, as specified by the FIPA Agent Management Reference Model [FIPA, 2004]. The most basic services are the Message Transport Service (MTS) and the Agent Management Service (AMS). The MTS provides an infrastructure that guarantees that messages sent from one agent to another are delivered, independent of the receiving agent being on the same platform or on another one. The AMS, also called the white pages service, is a central registration service, gathering information regarding all agents present in the platform, which can be consulted by other agents. Another desirable service is the Directory Facilitator (DF), which, even though not mandatory, is usually present in most platforms. The DF service, also called yellow pages service, is used by agents to register the services they offer to other agents and to query for services offered. Additional features such as agent mobility, load balancing, persistence, logging and others are also among the desirable features of the agent platform to choose.

Some known agent-communication platforms are presented below, as to provide an overview of existing platforms and their characteristics.
In [Nguyen et al., 2002], a comparison of several agent communication platforms is presented. In [Leszczyna, 2008], the author also provides a comparison between several platforms, focusing the analysis on the currentness and popularity of the platforms.

2.1.6.1 FIPA-OS

One of the first platforms to be developed with the FIPA Reference Model in mind was the FIPA-OS\(^1\), which was initially released in August 1999 as the first publicly available implementation of FIPA technology. With the purpose of providing a ‘reference implementation’ of the FIPA open standard for agent interoperability, the FIPA-OS is distributed as freely available and modifiable source code, entirely implemented in Java. It enables the adoption of FIPA standards without the need to implement the specifications, and at the same time assists in validating and evolving FIPA standards\[Poslad et al., 2000\]. FIPA-OS includes an extension (JESS Agent Shell) that provides support for writing FIPA-OS Agent which can take advantage of the JESS\(^2\) system\[Friedman-Hill, 2003\]. The latest available version of FIPA-OS, however, was released in March 2003, and for the past six years no developments to the platform were registered.

2.1.6.2 JADE

One of the most widely known platforms complying with FIPA specifications is JADE (acronym for Java Agent DEvelopment Framework)\(^3\), an open source platform for peer-to-peer agent-based applications, implemented in Java and distributed by Telecom Italia \[Bellifemine et al., 1999\]. JADE provides a number of services, including integration with JESS, the possibility to run on mobile platforms (by using LEAP\(^4\) libraries), and several utilities that support the debugging phase, usually more complex in distributed systems \[Bellifemine et al., 2007\]. JADE is continuously being improved and new versions are released periodically. Jad-lite, Jini

2.1.6.3 Zeus

Another known tool is Zeus\(^5\), an open source agent development toolkit, implemented in Java, that provides facilities to implement BDI-style agents, agents with reactive rule bases, agents with intelligent message handling functionality and DAML-S\(^6\) service descriptions \[Nwana et al., 1998\]. Besides providing the common services, Zeus also provides a coordination engine, which includes a planner and scheduler that allows for the planning and execution of tasks that require coordination \[Collins et al., 2000\], as well as a methodology for the development of agents using the Zeus toolkit \[Collis & Ndumu, 2000\]. Despite being around for over a decade now, the latest update to

\(^{1}\)More information available at \texttt{http://fipa-os.sourceforge.net/index.htm}\n
\(^{2}\)More information available at \texttt{http://jessrules.com/}\n
\(^{3}\)More information available at \texttt{http://jade.tilab.com/}\n
\(^{4}\)Lightweight Extensible Agent Platform\n
\(^{5}\)More information available from \texttt{http://labs.bt.com/projects/agents/zeus/}\n
\(^{6}\)DARPA Agent Markup Language - Services. See \texttt{http://www.daml.org/services/owl-s/} for more information
Zeus, however, was released early in 2006, with no new announced developments in the past three years.

### 2.1.6.4 SAGE

SAGE (acronym for Scalable Fault Tolerant Agent Grooming Environment)\(^7\) was built with the intent of providing a distributed decentralized, fault tolerant, scalable and lightweight agent platform that complies with FIPA specifications [Ghafoor et al., 2004]. Developed with the collaboration of the Institute of Information Technology (now School of Electrical Engineering and Computer Science) of the Pakistani National University of Sciences and Technology (NUST-SEECS) and Comtec Japan, some versions have been released over the past few years, including a light-weight version (SAGE Lite, which features light-weight versions of the AMS, DF, MTS and ACL modules) [Khalique et al., 2007]. SAGE’s decentralized communication architecture allows for scalable, fault tolerant applications.

### 2.1.6.5 MadKit

MadKit (Multi-Agent Development Kit)\(^8\) is a modular and scalable multiagent platform written in Java and built upon the AGR (Agent/Group/Role) organizational model [Gutknecht et al., 2000], [Gutknecht & Ferber, 2001]. Agents in MadKit may be programmed in Java, Scheme (Kawa), Jess or BeanShell, and other script language may be easily added. With around a decade of life, MadKit continues to be developed by the Montpellier Laboratory of Informatics, Robotics, and Microelectronics, and features such as agent mobility are currently being developed for future versions of the platform.

### 2.1.6.6 JACK

JACK\(^9\) is a lightweight, cross-platform environment for building, running and integrating multiagent systems, developed by Agent Oriented Software (AOS) [AOS, 2005a]. AOS provides some extensions to JACK, including JACKTeams (which allows for the definition of teams and their roles, capabilities, beliefs and knowledge [AOS, 2005b]), a BDI (Beliefs, Desires, Intentions) reasoning model and CoJACK – a cognitive architecture used for modeling variations in human behavior. Being a commercial product, new and improved versions of JACK are likely to continue being developed in the future.

### 2.1.6.7 CAPNET and ACENET

CAPNET (Component Agent Platform based on .NET) is a platform introduced in 2004 targeting the .Net framework [Contreras et al., 2004a] [Contreras et al., 2004b]. ACENET (Agent Collaborative Environment based on .NET) appeared later as a decentralized and fault-tolerant platform

---

\(^7\)More information available online at [http://sage.niit.edu.pk/](http://sage.niit.edu.pk/)

\(^8\)More information available online at [http://www.madkit.org/](http://www.madkit.org/)

Both CAPNET and ACENET are based on the .Net framework, unlike the other existing platforms, which are for the most part based on the Java programming language. However, no additional information on either of these projects is found, suggesting that they may have been abandoned.

2.1.6.8 AgentService

AgentService is an agent platform based on the Common Language Infrastructure (CLI) and the C♯ language [Grosso et al., 2003]. AgentService, together with APX (Agent Programming eXtensions, a set of extensions to the C♯ language that simplifies the development of agents targeting the AgentService framework [Vecchiola et al., 2003]), offers a complete support to the development of multi-agent systems [Boccalatte et al., 2004]. It is developed by the Laboratory of Informatics of the Department of Communication Computer and System Sciences of the University of Genoa, in cooperation with Siemens, and [Vecchiola et al., 2008].

2.1.7 Agent Oriented Software Engineering Methodologies

The ever-growing use of agent-based technology and applications has brought forward the necessity to develop methodologies that could aid designers not only in development and deployment, but also in the early analysis and design phases of a project, in a manner similar to what traditional software engineering techniques have done for more conventional software projects, namely when using an object-oriented paradigm [Iglesias et al., 1999].

In this section, some of the most widely known AOSE methodologies that have emerged in the past years are briefly introduced (for a more complete and detailed review of existing methodologies, see [Bergenti et al., 2004] or chapter 7 of [Sterling & Taveter, 2009]).

Several publications can be found comparing some of these methodologies and other existing ones – see [Iglesias et al., 1999], [Bayer & Svantesson, 2001] (a detailed analysis of the Gaia and the MAS-CommonKADS methodologies), [Dam & Winikoff, 2003] (the authors present an in depth analysis of MaSE, Prometheus and Tropos) or [Sturm & Shehory, 2004] (the authors present a comprehensive comparison between Gaia, Tropos, MaSE according to several features, grouped into categories), among others.

As agent-oriented methodologies continue to be developed, research will keep aiming at the direction of determining which agent-oriented methodologies are best suited to support the development of a particular project or system.

The Gaia methodology uses an organizational view to construct MAS. Gaia has been recognized as a valuable methodology for the development of open complex systems based on the multi-agent approach but in order to be used in the development of real world systems, it needs to be extended in several aspects [Gonzalez-Palacios & Luck, 2008].

More information available at http://www.agentservice.it/
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2.1.7.1 AUML

AUML is an extension of UML (Unified Modeling Language) for agents [FIPA, 1999]. The most commonly used extension is the interaction model, in which each entity is seen as an independent agent [Odell et al., 2001] [Bauer et al., 2001]. Other UML models can also be adapted to represent agent-like features.

2.1.7.2 Tropos

Tropos was introduced in 2002 as a comprehensive AOSE methodology, encompassing all stages of project design, from early requirements elicitation to detailed design [Bresciani et al., 2002] [Giunchiglia et al., 2003]. Tropos can be considered as loosely based on a use-case model used in traditional Software Engineering methodologies. Its key concepts include actor, goal, plan, resource, dependency, capability and belief [Bresciani et al., 2004]. During the early requirements elicitation, actors and goals are identified from stakeholders and their objectives, using a goal-oriented analysis. Dependencies between actors and goals are also identified. In the late requirements stage, all functional and non-functional requirements for the system are specified in more detail. In this stage, the system is considered as a single actor, while external entities present in the environment are considered as interacting actors. The architectural design stage produces a model of the system architecture, describing how components work together. During the detailed design stage, detailed models of each component are produced, showing how goals are fulfilled by agents. In this stage, details such as agent communication language and protocols are specified using a more detailed modeling language such as UML [Giorgini et al., 2004].

2.1.7.3 Prometheus

Prometheus is methodology introduced in 2002 as a result of industry and academy experience [Padgham & Winikoff, 2003]. It provides support and a detailed process for specification to implementation stages of a project, and includes concepts such as goals, beliefs, plans and events. The methodology includes three phases: the system specification phase, which focuses on the system as a whole, identifying goals, functionalities and use case scenarios with the environment; the architectural design phase, which uses the models produced in the previous stage to determine the agents that will be present in the system, how they will interact with each other and react to events in the environment; and the detailed design phase, which produces detailed diagrams of each agent’s functionalities and capabilities, as well as several other implementational details [Winikoff & Padgham, 2004]. A tool named PDT (Prometheus Design Tool) was developed to provide support to the Prometheus methodology in the design of agent systems [Padgham et al., 2008]. Many Prometheus concepts also map directly into the JACK system\textsuperscript{11}, which can be used to generate agent skeleton code [Padgham & Winikoff, 2004].

\textsuperscript{11}More information about the JACK system and more recent developments available online at http://www.agent-software.com.au/products/jack/index.html
2.1.7.4 MaSE

The Multiagent Systems Engineering (MaSE) methodology was introduced in 2000 as a comprehensive methodology, including analysis and design stages [Wood & DeLoach, 2001]. It uses a number of graphical models to describe goals, behaviors, agent types, and agent communication interfaces, also providing detailed definition of internal agent design [DeLoach et al., 2001]. In the first analysis phase, goals are determined and structured by analyzing an already existing initial system specification. The second analysis phase is centered around use cases, detecting roles, use cases and use case scenarios from the system specification. In the third analysis phase, the identified roles are refined, producing a more detailed description of each role and their respective goals, and interactions with other roles. In the design stage, roles are mapped into specific agent classes; communication protocols between agent classes are detailed; the internal details of each agent class are defined, using components and connectors; and finally a system-wide deployment diagram is created. A tool named agentTool was developed to support the MaSE methodology (and more recently the Organization-based MaSE, or O-MaSE), from the initial system specification to implementation, using a set of inter-related graphical models [DeLoach & Wood, 2001].

2.1.7.5 Gaia

The original Gaia methodology was proposed in 2000, by Wooldridge, Jennings and Kinny, entailing both analysis and design phases, but not requirements elicitation or implementation [Wooldridge et al., 2000]. In the analysis stage, a roles model (containing the key roles in the system, their permissions and responsibilities, along with the protocols and activities in which they participate) and an interaction model (containing the patterns of inter-role interaction) are produced. In the design stage, an agent model (aggregating roles into agent types), a services model (derived from the activities and protocols of each role) and an acquaintance model (defining communication links between agent types) are produced. In the next paragraphs, we will analyze some proposed extensions to the Gaia methodology (a more detailed analysis of some of these extensions can be found in [Cernuzzi et al., 2004]).

The official extensions to Gaia (referred to as Gaia v.2 as to avoid ambiguity) were introduced in 2003, by Zambonelli, Jennings and Wooldridge, enriching the original methodology [Zambonelli et al., 2003]. The analysis stage was expanded to include an organizational model (decomposing the system into sub-organizations), an environment model (describing the environment in which the MAS will be situated) and the organizational rules (containing global organizational rules the system must respect and enforce). The design stage was divided into architectural design and detailed design stages. In the first, the roles and interaction diagrams are completed, and an organizational structure model is introduced (containing the structure, topology and control regime of the system). In the second, the agent and service models are created (as in the original methodology). Figure 2.3 shows these models and their relations in the Gaia v.2 methodology in more detail.
Some other extensions have been proposed by several authors. Some of these extensions include:

- The ROADMAP (Role Oriented Analysis and Design for Multi-Agent Programming) extensions to Gaia were proposed in 2002 [Juan et al., 2002] and later further extended\textsuperscript{12}. ROADMAP introduces new features to the Gaia methodology, in order to eliminate or mitigate some identified weaknesses: support for requirements gathering (by introducing a use-case model); new models to describe the domain knowledge and the environment (knowledge and environment models, respectively); levels of abstraction that allow iterative decomposition of the system; models and representations of social aspects and individual characteristics; and runtime reflection modeling, to allow changes of social and individual aspects in runtime – by allowing roles to have read, write and change permissions on roles, role attributes (such as protocols) or a member of an attribute (a specific protocol, for instance).

\textsuperscript{12}More publications about the ROADMAP methodology are available online from \url{http://www.agentlab.unimelb.edu.au/publications/Keyword/ROADMAP.html}
Agent UML (AUML)\textsuperscript{13} was introduced in the year 2000 as a set of UML idioms and extensions for dealing with agents [Odell et al., 2001] [Bauer et al., 2001]. In 2004, Cernuzzi and Zambonelli propose that the Agent Interaction Protocol (AIP) (the core part of AUML) be used in conjunction with Gaia, as to provide a richer, more compact and formal notation for agent interaction, reducing ambiguity and allowing the specification of multiple lifelines for the agent to choose from [Cernuzzi & Zambonelli, 2004]. Although this had already been suggested earlier – for instance, in [Juan et al., 2002](page 6) or [Zambonelli et al., 2003](page 348) --, it had never been detailed.

Palacios In [Gonzalez-Palacios & Luck, 2008], Gonzalez-Palacios and Luck extended the Gaia methodology by introducing an agent design phase, and enhancing the methodological process with the use of iterations. The agent design phase follows the detailed design phase of Gaia and produces an object-based specification from which an implementation can be derived. This approach does not depend on a specific agent architecture, and it allows developers to select the architecture that best models a given agent. The use of iterations provides Gaia with a flexible methodological process that facilitates the development of large systems, by the reason of decomposing the development into iterations.

Castro In [Castro & Oliveira, 2008], Castro and Oliveira used the Gaia methodology for modeling an airline company operations control center, and propose some complements (and replacements) to some of its models. They propose the replacement of protocol tables with UML 2.0 interaction diagrams; the formal notation of the organizational structure with UML 2.0 diagram; the agent model with a UML 2.0 class diagram; and the service model with a UML 2.0 class diagram. They also suggest to jointly use a UML 2.0 representation of roles and interaction diagram to help to better visualize roles, activities and protocols; and a few combined graphical representations to complement the preliminary role and interaction models and the organizational structure.

2.2 Simulation Environments and Flight Simulation

This section first presents a brief overview on simulation environments in general, then focusing on flight simulators in particular, and introducing some generic aspects related to flight, such as auto-pilot systems.

2.2.1 Simulation and Simulation Environments

In general terms, simulation can be defined as the imitation of some real thing, state of affairs or process [Rosen, 2008]. This somewhat vague definition usually entails a system that simulates reality, or part of it. Initial simulation methods relied heavily on the Monte Carlo method (run a large number of random simulations and observe the results [Mooney, 1997]) for obtaining results\textsuperscript{13}More information available online at http://www.auml.org/
but an increasingly computational component has been introduced that allows for a closer to reality simulation. A brief overview on the history of simulation can be found at [Nance & Sargent, 2002] or [Goldsman et al., 2009].

Simulation is an important tool in research, for testing and validating concepts, when they cannot be determined mathematically or in the real world, either because that would be too costly, time-consuming or even disruptive (simulation, however, may not be appropriate if the cost or time it takes to build the simulation system exceeds the cost of real operations).

Simulation now has a wide range of different application fields, from entertainment (movies [Swartout et al., 2005], games) to education (as training tools) and research, with military (training, war games [Macedonia, 2002]), healthcare [Brown et al., 2001], industrial (aerodynamics, process optimization, prediction (what-if scenarios), decision support systems, transportation and logistics [Rozinat et al., 2009]) or robotics (tool design and test [Davila-Rios et al., 2008]) applications, among others [Johnson, 2008].

One application of simulation focusing on economy is the Trading Agent Competition (TAC), comprised of several challenges. One such challenge is the Supply Chain Management (SCM)14, which is designed to promote the development of software agents capable of managing part of a supply chain [Arunachalam & Sadeh, 2005] [Collins et al., 2006]. Agents developed for this competition can be designed to win [Vinhas et al., 2007], or to test a given concept in a simulated environment [Abreu et al., 2007].

Several simulation environments emerged over the years, some with generic purposes, others with more specific applications. Among some generic robotic simulators are USARSim, Microsoft Robotics Studio and Player.

USARSim was designed as a high fidelity simulation of urban search and rescue robots and environments intended as a research tool for the study of human-robot interaction and multi-robot coordination, and was built over the Unreal Engine15 [Wang & Balakirsky, 2008]. This simulator is used in the RoboCup Rescue Virtual league16 [Balakirsky et al., 2007] [Balakirsky et al., 2006]. Figure 2.4(a) shows the simulation of an urban disaster scene using USARSim.

Microsoft Robotics Studio17 was released by Microsoft in an attempt to create a software standard for robot development and control (and introducing Windows and the .Net framework to an area that traditionally used Linux-based tools) [Jackson, 2007]. It can be used for the rapid development and deployment of simple robotic simulations [Rango & Nahavandi, 2007] [Morgan, 2008]. Figure 2.4(b) shows a simulation using Microsoft Robotics Studio.

Another popular simulator is Player, a free-software platform for robotics simulation18. It includes a 2D interface names Stage and also a 3D simulator named Gazebo, and is very widely used by researchers and academics [Gerkey et al., 2003] [Rusu et al., 2007].

---

14 More information available online at http://www.sics.se/tac/page.php?id=13
16 More information about the RoboCup Rescue available at http://www.robocuprescue.org/
17 More information available from http://www.microsoft.com/robotics/
18 More information available from http://playerstage.sourceforge.net/
2.2.2 Flight Simulation

With one century of history [Page, 2000], flight simulators appear in a wide range of configurations, diverging in complexity, physical and/or simulated nature or orientation to professional training or entertainment (games). Early flight simulators consisted of human-operated constructions that simulated the effects of the aircraft controls in the body of the aircraft. These simulators have evolved greatly over the years, and nowadays physical simulators (or full flight simulators) are usually mounted on motion platforms that occupy large building and are capable of six degrees of freedom. One example of such platform is known as the Stewart platform [Stewart, 1966]; this platform is powered by six jacks, and allows for motion in all linear and rotation axis.

Examples of full flight simulators include the NASA VMS (Vertical Motion Simulator), a full simulator capable of six degrees-of-freedom movements, housed in a ten-story building in Ames Research Center, California [Danek, 1993] [NASA, 2008]. This simulator is capable of providing different simulation experiences, thanks to the ICAB (Interchangeable Cab) feature, which allows for a modular interior of the simulation cabin, presenting the pilot with different cockpit interfaces – see Fig. 2.5(a). Approximately 1300 variables can be retrieved from the simulator, allowing for thorough data analysis of simulation sessions. This simulator has been used for pilot and astronaut training but also in cooperation with other entities [Tran & Hernandez, 2004]. Other examples of full simulators, but targeting ground vehicles, can also be found. One such example is the Toyota Driving Simulator, a full simulator developed by the Toyota Motor Company that uses a real car placed inside a 7-meter dome with a 360-degree concave video screen – see Fig. 2.5(b) – to analyze the driving characteristics of average drivers (and their reactions to specific situations) and to aid in the development and verification of active safety technology for reducing traffic accidents [Toyota Motor Corporation (TMC), 2007]. Another example is the National Advanced Driving Simulator (NADS), developed by the National Highway Traffic Safety Administration19 and located at the University of Iowa [Stall & Bourne, 1996] [Schwarz et al., 2003]

[Ranney et al., 2003]. These full simulators, however, do not exist in great numbers, mainly due to their cost (NADS is a 50 million dollar project), and also the required physical space (large multi-story warehouses).

Smaller simulators are usually used for pilot training purposes in a stationary basis, allowing for a better use of space; for instance, flight training companies, such as the Flight Simulation Company (FSC\textsuperscript{20}) (shown in Fig. 2.5(c)), SimCom Training Centers\textsuperscript{21} or APS\textsuperscript{22} provide full flight simulator facilities for pilot training in a number of different aircraft types.

The evolution of simulators is closely tied to the evolution of computational capabilities. Early simulators used hardware and software purposely built for that effect. Nowadays, virtually any computer is capable of running flight simulation software. Some simpler flight simulators (as is the case of earlier simulators, or light-weight flight simulation games) simulate only the four basic forces of flight – weight, lift, thrust and drag – see Fig. 2.6. Simulators using only these four forces, however, allow only for a simple simulation that does not consider the effects of changes in the environment surrounding the aircraft and the complexities of the interaction between aircraft and environment.

Figure 2.5: Diagram of the NASA VMS, Dome and Building of the Toyota Driving Simulator and a Row of Full Flight Simulators at FSC

Figure 2.6: Simplified Forces of Flight

\textsuperscript{20}More information available online at http://www.fsctraining.com/
\textsuperscript{21}More information available online at http://www.simulator.com/
\textsuperscript{22}More information available online at http://www.apstraining.com/
Other more realistic and complex simulators (usually professional simulators used in the industry) take many things into account, such as the complexities of the weather, the design of the aircraft itself, differences in propulsion systems, and many other factors.

The advancements of recent years have bridged the gap between dedicated professional simulation software and that aimed at entertainment purposes (game engines). In fact, some existing game engines are used by professionals and for research [Lewis & Jacobson, 2002]. Among these game engines, a few flight simulators stand out (these simulators are analyzed in more detail in section 5.1.1):

- **FlightGear.** FlightGear is a free, open-source, multi-platform, cooperative flight simulator, and the source code for the entire project is available and licensed under the GNU General Public License. The goal of the FlightGear project is to create a sophisticated flight simulator framework for use in research or academic environments [Perry, 2004] [Sorton & Hammaker, 2005]. Some of the most publicized features of FlightGear include the flexibility of choosing a Flight Dynamics Model (FDM) among the existing ones, or adding new ones (see section 5.1.1.2 for more information about the FDMs included in FlightGear), extensive and accurate world scenery and sky model, flexibility of aircraft modeling and data access and communication with external modules. Figure 2.7(a) shows a screenshot of the FlightGear flight simulator.

- **X-Plane.** X-Plane is a well-known multi-platform, very ambitious flight simulator project, by Laminar Research, with a growing number of fans. X-Plane is known for the dimension of the scenario visual data (about 70 Gigabytes), and for the use of a geometric approach to simulation, which allows it to be used for testing the design and aerodynamic efficiency of new aircraft, and includes subsonic and supersonic flight dynamics, and support for flying wings and fly-by-wire systems. One aspect that stands out about X-Plane is the fact that it has been approved for a very wide range of FAA-certification levels with a wide range of companies (in conjunction with the necessary simulation hardware). It has also been used by several research groups as a simulation basis [Garcia & Barnes, 2010], [Ribeiro & Oliveira, 2010]. Figure 2.7(b) shows a screenshot of X-Plane.

- **Flight Simulator X.** FSX, short for Flight Simulator X, is the tenth version of the acclaimed Microsoft Flight Simulator series, perhaps one of the most known simulation environments in the gaming community. Having evolved greatly since the first release thirty years ago [Grupping, 2008], Flight Simulator now presents an improved realism, featuring a rich scenario, with independent vehicles (including airport ground vehicles, cars

---

24 Federal Aviation Administration, an agency of the United States Department of Transportation with authority to regulate and oversee all aspects of civil aviation in the United States
25 More information regarding the Flight Simulator series can be found at [http://fahistory.simflight.com/](http://fahistory.simflight.com/)
moving in highways, boats and ships in lakes and oceans, and air traffic) as well as animal herds, a new mission system that allows for the definition and execution of a number of different missions, and many other improved features. FSX is also used as a tool by several researchers [Cantoni & Neto, 2008] [de Farias et al., 2007] [Kenny et al., 2008] [Diehl et al., 2009]. Figure 2.7(c) shows a screenshot of FSX.

![FlightGear, X-Plane, and FSX](image)

Figure 2.7: FlightGear, X-Plane and FSX

### 2.2.3 Auto-Pilot Systems

An auto-pilot system (or simply autopilot) is a mechanical, electrical, or hydraulic system used to guide a vehicle without assistance from a human being. Although auto-pilot systems are more commonly associated with aircraft, they can be used in any kind of vehicle, including boats, cars, or even missiles [Pellanda et al., 2002] [Faruqi & Vu, 2002].

Autopilot systems applied to boats and ships usually contain steering, course keeping or maneuvering capabilities [van Amerongen & van Nauta Lemke, 1978], while at the same time attempting to improve fuel consumption. Factors such as wind and currents, or even the large inertia and slow response time of a ship should be taken into account when developing such systems [Yongqiang & Hearn, 2008]. With the development of Autonomous Underwater Vehicles (AUVs), autopilots designed for water vehicles need to operate in a three-dimensional world [Sutton & Craven, 1998] [Sarton, 2003]. Recent developments on autonomous sailboats bring forward new challenges for autonomous navigation at the surface [Cruz & Alves, 2008b] [Stelzer & Pröll, 2008].

Autopilot systems used by ground vehicles differ from application to application, according to the environment they are to operate on – a known environment (usually indoors) or an unknown environment (typically outdoors) –, the tasks it must perform (predefined path following or autonomous path discovery), whether or not it must interact with other vehicles, and many other aspects [Frazzoli et al., 2000] [Alm, 2002]. One of the most visible efforts in the development of autonomous ground vehicles is the DARPA Grand Challenge – a competition promoted by the US Defense Advanced Research Projects Agency (DARPA) for the technological development of autonomous ground vehicles. The two initial competitions, in 2004 and 2005, consisted of over 200km of desert roads and tracks, including tunnels and sharp turns; although no vehicle traveled
more than 12\text{km} in the 2004 edition, in 2005 five vehicles completed the course, with the winning vehicle doing it in under seven hours [Thrun et al., 2006]. In 2007, the challenge moved to an urban environment, and the vehicles had a 96\text{km} urban course where all traffic regulations should be respected; the winning vehicle completed the course in little over four hours [Urmson et al., 2007].

The idea of aircraft autopilot systems and their development started shortly after the first planes flew [Scheck, 2004]. Considering that a) the first sustained, controlled, powered heavier-than-air manned flight occurred in December 1903 and the first autopilot systems appeared only about a decade later; and b) boats and cars existed long before aircraft and autopilot systems for these vehicles were only later developed, it is easy to understand why aircraft autopilots are more advanced than autopilot systems for other vehicle types. In fact, several commercial aircraft feature autopilot systems which can control the aircraft from takeoff to land without human intervention (these systems are, however, usually only used during the leveled part of the flight, and during landing, when visibility conditions are below certain limits). These full autopilot systems use redundant computers to ensure that control decisions are correct, and provide a more stable flight than human pilots would, lowering fuel consumption at the same time.

With the development of Unmanned Aerial Vehicles (UAVs), some of which small in size, autopilot systems tend to also decrease in size, which means that additional challenges need to be faced.

There is a variety of autopilots commercially available for small unmanned aircraft, usually comprised of light-weight hardware to connect to the aircraft, and a control station, also often including some software to interact with the system. These autopilots range from simple one-axis controllers to full three-axis systems, including redundant processors, sensor diagnostics and failure tolerance, medium- to long-range communication system and many other useful features when dealing with payloads [Chao et al., 2007]. Integration and testing of autopilot systems with the aircraft has to be carefully executed, as to calibrate the system to the aircraft in question [Erdos & Watkins, 2008].

Autopilot systems have also been developed for helicopters [Hoffmann et al., 1999]; some specific maneuvers and operations, such as formation flight [Lancaster, 2004] and in-flight refueling [Dogan et al., 2005] have also been studied by the community.

One example of an UAV autopilot system is provided by MicroPilot\textsuperscript{26}, as miniature UAV autopilots, weighing as little as 28 grams. Another example is Piccolo, aimed at small aircraft, and commercialized as a complete, off the shelf avionics system solution, including the core autopilot, flight sensors, navigation, wireless communication, and payload interfaces, all in a small, highly integrated package [CloudCap Technology, 2008]. It includes a software package (Piccolo Simulator) for software-in-the-loop development and tests as well as hardware-in-the-loop operations [Jager, 2008]. Figure 2.8(a) shows some Piccolo hardware components, and Fig. 2.8(b) shows the Piccolo Command Center, the main software interface to the system.

With the development and improvement of autopilot systems, along with the evolution in sensing and reasoning capabilities, several new vehicles have also been developed to operate in

\textsuperscript{26}More information available online at http://www.micropilot.com/
situations where manned vehicles are not desirable (due to cost or danger involved) or even possible (unreachable places). These vehicles have an increasing level of autonomy, from earlier remotely operated vehicles, to vehicles that operate autonomously, but with pre-programmed paths and tasks, to fully autonomous vehicles. Several vehicles with varying levels of autonomy have been developed by or for the military, as to aid in missions where the presence of humans is not desirable [Sholes, 2007].

Three major types of autonomous vehicles can be identified, according to the means they operate on:

- **AUV (Autonomous Underwater Vehicle).** AUVs are vehicles capable of autonomous navigation under water. Having evolved from remotely operated underwater vehicles, these vehicles vary in their degree of autonomy, but most of them are only capable of following a predetermined path [Dias et al., 2006] [Cao & Sun, 2008].

- **UGV (Unmanned Ground Vehicle).** UGVs are vehicles capable of autonomous navigation on ground. Some UGV can only navigate on a known environment, while others are capable of navigating outdoors, in an unknown environment.

- **UAV (Unmanned Aerial Vehicle)**. UAVs are vehicles capable of autonomous flight. A wide range of UAVs exist, depending on its intended capabilities and specific purposes for which it has been built.

Autonomous vehicles are designed for a number of different purposes, as can be seen in section 1.1. According to their main operational goal, autonomous vehicles can vary greatly in weight and size, speed, maximum operational altitude, range, endurance, speed, and several other aspects. As an example, the GlobalHawk UAV has a wingspan of almost 40m and is capable of flying at 65,000ft (almost 20Km) with a range of over 20,000Km and an autonomy of approximately 36 hours. Also, the newer versions of the Predator drone have increasingly larger wingspans (both

---

27The nomenclature of the three major types can vary depending on author or areas of application. For instance, it has been proposed to rename UAV to UAS (Unmanned Aircraft System), or even UA VS (Unmanned-Aircraft Vehicle System), to reflect the fact that the system is comprised of more than simply the vehicle.
the Reaper and the Avenger have wingspans of 20m, while Predator had less than 17m), higher operational altitudes (the Avenger has an operational altitude of 60.000ft, while the Reaper has an operational altitude of 25.000ft, with a ceiling of 50.000ft, and the Predator has a service ceiling of 25.000ft), ranges (the Reaper has a range of almost 6.000Km, when compared to the 3.700Km of Predator), endurance (Reaper has an autonomy of up to 28 hours, while Predator has an autonomy of 24 hours) and speed (Predator has a cruise speed of up to 165km/h, while Reaper has a cruise speed that can go over 300km/h and Avenger over 740km/h). On the other hand, the Wasp III UAV has a wingspan of less than 75cm, a cruise speed of up to 65Km/h, and a range of approximately 5Km.

One of the most complex tasks to achieve when considering aircraft is formation flying. Professional pilots train very hard to achieve this in real life (for instance, the Blue Angels, one of the world’s most recognized formation flying teams, or the Portuguese Asas de Portugal receive intense training before they are able to fly in formation). When considering autonomous vehicles, this also consists in a challenge, that has been of interest for researchers for several years [Wang, 1989], [Desai et al., 1998], [Lancaster, 2004].

A controlled formation flying pattern is also necessary when performing certain operations, such as in-flight refueling. During this delicate operation, both the refueling tanker aircraft and the receiving aircraft must maintain a constant distance from one another, and move at the same speed [Dogan et al., 2005].

Generic swarming is somewhat easier to achieve, with the application of three simple rules [Reynolds, 1987]:

1. **Collision Avoidance.** Avoid collisions with nearby flockmates;

2. **Velocity Matching.** Attempt to match velocity with nearby flockmates;

3. **Flock Centering.** Attempt to stay close to nearby flockmates.

By adding some additional rules, such as obstacle avoidance or a desired flying direction, some more complex behaviors can be achieved [Kanchanavally, 2006].

A somewhat common approach to formation control is based on the notion of leader. This technique is based on one vehicle (the leader) having a planned motion, while the other vehicles are programmed to follow the leader, either directly or indirectly [Desai et al., 1998].

This, however, does not yet guarantee that the formation will maintain a desired geometry. For that, desired distances between members have to be taken into account, and each member of the team (not necessarily corresponding to a specific vehicle) is assigned a position within the formation. Several studies have been conducted in this area, with proposed solutions for achieving a stable motion while maintaining the desired geometric shape [MacArthur, 2006], [Marshall, 2005].

---


2.3 Specification Languages

The literature that can be found is diverse, when considering all aspects captured by the developed languages; however, few are capable of fully expressing the high-level concepts that these languages were designed to express (as presented below).

A standardized textual description of the layout of a given physical area in a format that can be easily read by a person is not always easy to find. Several applications exist, however, that show that same information in a graphical and intuitive manner.

One of the most notable languages used to describe geographical data is GML (Geography Markup Language), a standard developed by the Open Geospatial Consortium (OGC) to express diverse geographical features [OGC, 2007a]. After several years of developments and changes, it has been approved as an international standard in 2007 and is being used by several applications [Huang et al., 2009].

CityGML is one of the most well-known applications of GML [OGC, 2008b]. It is a markup language used to describe three-dimensional urban objects and scenes; it was adopted as an OGC standard in August of 2008, and is used in several applications [Fan et al., 2009].

The Aeronautical Information Exchange Model (AIXM) is an international data standard and a model that supports aeronautical information collection, dissemination and transformation throughout the data chain in a digital format [Brunk & Porosnicu, 2004]. It started as an initiative from Eurocontrol (the European Organization for the Safety of Air Navigation) over twelve years ago and had, later on, the active participation of other entities, such as the FAA (the US Federal Aviation Administration), ICAO (International Civil Aviation Organization), or NATO (North Atlantic Treaty Organization). It is currently in its fifth version, adopting GML as a basis, and providing numerous features for several entities involved in the aeronautical industry [Brunner et al., 2007].

One of the foremost applications that uses a description similar to part of the one described below is flight simulators. Airport descriptions in flight simulators can be very detailed, allowing for a very realistic visual simulation. However, and for that reason, airport description tends to be mostly centered around visual aspects, such as signs, lights, lines, and many other aspects that, even though being very important for a visual simulation, do not contribute much for the goals of this platform and developed languages.

One of the flight simulators analyzed to more detail was Microsoft’s Flight Simulator X. Airport information is contained in pre-compiled files, and features numerous visual aspects along with airport structure. Extensive documentation on the format and information contained within the files is provided, and an application to compile these files is included in the SDK (along with a Schema for the XML definition of the format) [Microsoft Corporation, 2008a]. Some tools have been developed by the community and software vendors to help interact with this simulator. One
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30 More information available at http://www.opengeospatial.org/
31 More information available at http://www.ogcnetwork.net/gml
32 More information about CityGML at http://www.citygml.org/
33 More information available at http://www.aixm.aero/
such example is Airport Facilitator X (AFX), a product that provides a visual interface to design and edit airports and their elements, such as runways, taxiways, towers, parking spaces, and so on [Flight One Software, Inc., 2009]. Another example is the Airport Design Editor (ADE), which provides similar functionalities [Masterson et al., 2009].

Other largely known simulators have different representations of such information. For instance, FlightGear uses a format that allows for a compact representation of airport runways and taxiways, by using a series of letter-based codes to represent enumerations of surface types, signaling and lighting [Peel, 2001]. However, some information could be better represented (for instance, taxiways are not described as a whole, but by individual segments). Another flight simulator, X-Plane, uses a very similar representation, for airport structures [Peel, 2009]. The file specification is based on a series of codes (mostly numeric) and is more complete than the one from FlightGear. However, both representations are far from being easily read by a human without the aid of an interpreting application.

Most works found in the literature that deal with the definition of a team of vehicles focus on hierarchical or behavioral aspects, which are not here represented at the team level, but at the mission level. Furthermore, most of these works do not express the vehicles that compose the team or their capabilities in an explicit form, but rather include that information in an ad-hoc manner, in custom-developed formats, or even embedded within the application itself, thus reinforcing the need for the development of standard languages for team description.

As previously mentioned, one of the most visible applications is forest surveillance, in search for fires. Several research groups are currently working on fire detection using Unmanned Aerial Vehicles to carry several sensors; however, most of these project use real equipment, and not a simulator. An exception is the project described in [Casbeer et al., 2006], which uses the simulator described in [Hargrove et al., 2000]. This simulator considers several factors, such as fuel type and moisture, wind speed and direction, to determine how a fire spreads across a landscape previously divided in a grid, each cell 50m in side. However, no formal definition or description language could be found that can describe, using high-level concepts, fire size and spread patterns.

Another application is the discovery of underwater hydrothermal vents. Some work has been developed to automate the search for hydrothermal vents, using AUVs [Yoerger et al., 2002] [Jakuba, 2007]. However, and similar to what happens in the case of fire, most projects deal with real vehicles. Several publications report on the developments or use of vent simulators, such as [Saigol et al., 2010] (which uses a different approach from [Jakuba, 2007] for searching for hydrothermal vents), [Coumou et al., 2006], [Thomson et al., 2005] or [Subbotina et al., 2008], among others, even though they don’t present any formal mechanism to model the vent, and its evolution patterns.

A similar problem is the description of the source of a polluting chemical and how it spreads, even though work exists regarding the detection of pollution (see section 1.3).

Applications such as search for fire, pollution source, or hydrothermal vent location require some sort of dispersion modeling, in order to simulate the dispersion of gases in the atmosphere (or chemicals in the ocean) [Turner, 1994], [Barratt, 2001]. This has been a research topic for many
years, and there are many models used by governmental and environmental agencies throughout the world\(^\text{34}\). Thus, this framework can also be used in testing different dispersion models, as to determine the differences among them and the adequacy of the models to each specific situation.

All these works, however, focus on the execution of the mission itself, but fail to provide with the information on how the disturbances to be detected and their behavior are modeled (the exception to this is the work that has been done on dispersion models).

Regarding a mission specification for a team, there have been several approaches over the year. CHARON is a language used to describe the workings of agents, communicating via shared variables, the behavior of each agent modeled by a hierarchical state machine [Alur et al., 2000]. It has been used in some practical case studies\(^\text{35}\), including formation control [Hur et al., 2003].

MALLET (Multi-Agent Logic Language for Encoding Teamwork) is a BDI-based language, based on predicate logic that allows for the encoding of teamwork [Yin et al., 2000]. It provides a number of predefined predicates that can be used to express how a team is supposed to work in each domain. It defines team members and existing roles, and the association between members and roles. It also defines several stages for a mission, allowing for different goals to be defined for each stage, mapping the roles involved in achieving each goal in each stage. It defines hierarchical plans, which decompose into actions (each with a set of pre-conditions and post-conditions), which are associated with the roles that can perform such actions. These concepts are then transformed into a Petri Net model, which are also used to determine the interactions between agents. This has been used mainly in the training of teams comprised of both autonomous agents and humans [Miller et al., 2000]. The description of the semantics of MALLET can be found in [Fan et al., 2005] and [Fan et al., 2006], along with a brief description of its implementation using CAST (Collaborative Agents for Simulating Teamwork), a team-oriented agent architecture that supports teamwork using a shared mental model.

Another approach uses CDL (Configuration Description Language) to describe a recursive composition of agent systems [MacKenzie et al., 1997]. It can describe low-level behaviors that can be reused to assemble higher-level ones, which can be temporally sequenced as finite state machines. The specification is independent of robot architecture, with the exception of primitive behaviors. CDL is then used to generate robot-specific code, maximizing code reuse and minimizing machine dependencies. It is implemented in MissionLab, a set of graphical tools that facilitates the specification process [Endo et al., 2006].

CCL (Common Control Language) was designed to establish a standard interface for information exchange and task delegation among agents [Duarte & Werger, 2000], [Duarte et al., 2004]. It has evolved over the last years, and was used some years ago to specify simple tasks for a group of AUVs [Duarte et al., 2005]. Currently, two layers are specified: Layer 1 – CCL Vocabulary and Message Set Specification – and Layer 2 – CCL Support Library\(^\text{36}\).

\(^{34}\)More information can be found online at http://atmosphericdispersion.wikia.com/wiki/Main_Page

\(^{35}\)See http://rtg.cis.upenn.edu/mobies/charon/CHARONpapers.html for more information

\(^{36}\)More information can be found online at http://ausi.org/research/behavior/
Some other languages have been developed for a more specific application, as is the case of COACH UNILANG [Reis & Lau, 2001a], developed for the soccer domain. Based on a set of concepts (that include field regions, time periods, tactics, formations, situations or player types), three levels of abstraction are defined for coaching soccer teams.

2.4 Summary

This chapter introduced some of the key concepts regarding several aspects of the work reported herein.

The first section focused on agents and multi-agent systems. First, the concept of agent is presented, along with the description of the agent environment and agent architectures. Then, an overview on multi-agent systems and coordination is presented, followed by a review of agent communication platforms and agent-oriented software engineering methodologies.

In the second section, some concepts regarding simulation were introduced, with an emphasis on flight simulation. An introduction to auto-pilot systems was also presented, describing their multiple applications in several vehicle types.

Finally, in the third section, some approaches to formally represent most of the elements and concepts described by the developed languages (see chapter 4) were presented.

Having provided with an overview of these three areas, the following chapter will introduce the architecture of the developed platform.
Chapter 3

Platform Architecture

This chapter introduces the general architecture of the proposed platform. First, a generic model for multi-robot systems is presented using the Gaia methodology (which was introduced in section 2.1.7). Then, this generic model is instantiated considering the problem at hand, and the architecture of the developed platform is described, followed by a description of the data flow model. Finally, an introduction is made to the four languages developed for this platform.

3.1 Generic Model for Multi-Robot Systems

Realizing that the developed platform has several points in common with the architectures of similar projects involving mobile robotic vehicles, a generic model has been developed that can be used as a basis for the specification of such systems [Silva et al., 2010], [Silva et al., 2011b].

After considering several possible agent-oriented software engineering methodologies, as presented in section 2.1.7, and also considering the research group’s past experience with one of the methodologies [Castro & Oliveira, 2008], Gaia was chosen for expressing the model.

For a better understanding of the Gaia methodology, and more specifically of its second version (see section 2.1.7), a SPEM (Software Process Engineering Meta-Model) model for Gaia was produced, which can be found in Appendix A.

The Gaia methodology is here divided into four stages – Requirements Gathering, Analysis, Architectural Design and Detailed Design. Even though the first stage is not actually part of the Gaia methodology, it is present to introduce the general requirements common to most multi-robot systems, which are the basis for the remaining stages.

3.1.1 Requirements Gathering

There are several contexts in which a multi-agent system comprised of mobile robots can be of value (military [Future Combat Systems, 2008], medical [Katevas, 2001], industrial [Kroll, 2008], household [Krose et al., 2004] and many others [Silva et al., 2005]); most of these systems have
similar high-level requirements, which promotes the development of a common meta-model that aggregates all these requirements, and can be used as a basis for a more rapid development of specific system models.

The first and foremost requirement is the presence of mobile robotic agents. These vehicles typically have several sensors and actuators, as well as communication capabilities. They are usually autonomous, but most systems require the possibility to manually take over or share their control. These vehicles are usually used to perform tasks or missions, which may be delegated to a single robot or to a group of robots, to be performed in a distributed manner (in which case the vehicles should be able to cooperate, in order to optimize resources and improve mission performance). As with most multi-agent systems, communication between agents should follow the FIPA guidelines for agent communication\(^1\), and a set of services should be made available, namely an Agent Management System, a Message Transport System and a Directory Facilitator \cite{FIPA}. The vehicles operate in an environment, which is usually only partially accessible, dynamic and can be diverse in terms of structure, presence of other agents (either robotic or human) or level of intelligence of devices – for instance, intelligent doors, windows, lights, air conditioning, cargo load/unload system (robotic arm), among others. In addition to the robotic agents in the environment, several utilitarian agents are usually required, such as a logging mechanism, a centralized redundant system for detection and resolution of possible conflicts between two or more agents, and an interface with humans, through which tasks and missions can be specified.

As a result of the first stage, these requirements are collected and structured in a document that will act as the input for the following stages. Figure 3.1 shows the general architecture of the system, which may be seen as a summarized graphical representation of the requirements specification document.

### 3.1.2 Analysis

The analysis stage is comprised of five deliverables – the identification of the sub-organizations that constitute the system; the environment model; preliminary roles and interaction models; and organizational rules. The preliminary roles and interaction models however, being of preliminary nature, are not shown at this stage. Also, given the nature of these systems, and the intended generic nature of the model, organizational rules that can be applied to all intended domains are somewhat rare, and therefore should be determined separately for each system that derives from this generic model.

#### 3.1.2.1 System Sub-Organizations

Given the nature of the systems to be implemented, the identification of sub-organizations is not possible (or even logical) from the Gaia standpoint, since there is no established hierarchy or organizational structure. On the other hand, the roles can be arranged into groups, with logical

\(^1\)Current FIPA standard specifications can be found at [http://www.fipa.org/repository/standardspecs.html](http://www.fipa.org/repository/standardspecs.html)
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Figure 3.1: Generic Informal Platform Architecture

(or physical) similarities. In this system, two different groups of agents were identified. The first group, named Mobile Robot, includes four agents that compose and represent a mobile robotic platform. The second group, named Services, includes agents that perform several tasks within the system, at a global level. The agents in the first group are tightly-coupled (usually running on-board the robotic platform), while the agents in the second group are loosely-coupled. An instance of the first group interacts with other instances of the same group, and with the agents in the second group. These concepts are represented graphically in Fig. 3.2.

3.1.2.2 Environment Model

Since the environment in which these systems are intended to operate is the real world, with all its variables and uncertainties (and not a controlled, closed environment), a complete environment model is not suitable in this case. Figure 3.3 presents a general environment resources diagram, showing a preliminary version of existing roles and generic, common environment resources. Each system implementing this generic model should better describe the environment it will operate on, and the possible particularities of such environment.
3.1.3 Architectural Design

The architectural design stage is comprised of three deliverables – organizational structure, the roles model and the protocol model – plus the roles and interaction diagram (as introduced by [Castro & Oliveira, 2008]). The organizational structure, similarly to the sub-organizations model, also does not apply to these systems, given that no fixed common hierarchical structure exists, and therefore, this model is not presented. Systems implementing this generic model that wish to include some degree of hierarchy or control structure between agents or between agents and the global services should include that information in the model.

3.1.3.1 Roles Model

A total of nine roles were identified – five of these roles are included in the Mobile Robot group and the remaining four have been clustered into the Services group.

The five roles that belong to the mobile agent platform are the Sensor, Reactive, Planner, Interface and Broadcaster roles.

The Sensor role is the most basic role, and is responsible for gathering all information about the environment, using sensor information, and updating the internal representation of the environment, so that other agents/roles can use it.
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The Reactive role (see Fig. 3.4(a)) is also a basic role, and is responsible for all low level control, using the internal representation of the environment together with low level goals for determining action control.

The Planner role is responsible for high level control, and is responsible for creating a sequence of high level actions needed to achieve the global goal. It also integrates a cooperation and collaboration facet between the robotic platform it represents and other robotic platforms – see Fig. 3.4(b).

The Interface role establishes the interface between user and robotic platform; this interface is where all the information is gathered, and where relevant information is displayed in real time. It also receives orders from users and forwards them to the appropriate agent. It should also allow the user to assume a manual control of the robotic platform it represents.

An agent implementing the Broadcaster role is responsible for broadcasting, at regular intervals, the internal world representation and state of the mobile platform it represents to the agents that subscribed to that information. Agents implementing roles such as Logger, Utilitarian Agent or Conflict Manager (detailed below) can subscribe to this information (by using the Broadcast protocol, presented below), and use it to update their knowledge about the several robotic platforms moving through the environment, and adjusting their actions accordingly.

The four roles outside the mobile robotic platform include the Logger, Utilitarian, Conflict Manager and Task Designator roles. The Logger role is responsible for creating a set of log files containing pertinent information regarding both the agents and the environment. The Utilitarian role may be instantiated in a number of agents, representing doors, windows, or other elements within the environment, so that these elements can interact with the robotic platforms, and in this way make the navigation through the environment easier.

The Conflict Manager is responsible for monitoring the environment and the mobile agents,
searching for possible conflicts or deadlocks – see Fig. 3.5(a). When one is found, the agent implementing this role is responsible for solving that conflict, either by enforcing a solution on the robotic platforms, or by cooperating with them in order to cooperatively find a suitable solution to solve the upcoming conflict.

The Task Designator role (see Fig. 3.5(b)) is responsible for providing human actors with a means to interact with the system as a whole. This allows them to specify the missions that should be carried out by the system (either by a single robotic platform, or by multiple platforms).

### 3.1.3.2 Protocol Model

A total of six protocols are presented in this meta-model, even though more protocols were identified in the complete version of the meta-model.

The Role Switch protocol can be used by any one of the Sensor, Reactive, Planner and Interface agents. This protocol is used to request a transfer of the Broadcaster role to another agent, and is usually triggered by an increase in the work load of the agent’s core tasks – see Fig. 3.6(a).

The Broadcast protocol (see Fig. 3.6(b)) is used to broadcast information regarding the robotic platform and the environment so that agents subscribing to that information can receive the updated information.

The Monitor Environment protocol is used by agents outside the robotic platforms to subscribe to information about their state (given by the agent implementing the broadcaster role).
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![Role Schema: Conflict Manager](image)

![Role Schema: Task Designator](image)

Figure 3.5: Conflict Manager and Task Designator Roles

The Solve Conflict protocol is initiated by the agent implementing the Conflict Manager role, when a conflict is detected and the agents are supposed to cooperate in solving the conflict. This protocol is used to communicate with the Planner agent of each robotic platform involved in the conflict, and aims at solving it, by reaching a compromising solution.

The Request Plan protocol is initiated by the Interface agent and enables it to request the Planner agent to devise a plan that can lead the robotic platform to achieve the supplied high-level goal.

The Perform Goal protocol is usually initiated by the Task Designator agent and enables it to ask the Interface agent of a specific platform if the platform can generate a plan that can be used to achieve a given high-level goal.

![Protocol Name: RoleSwitch](image)

![Protocol Name: Broadcast](image)

Figure 3.6: Role Switch and Broadcast Protocols
3.1.3.3 Roles and Interaction Diagram

For a better understanding of all roles and interaction protocols present in the system, a Roles and Interaction Diagram, as proposed by [Castro & Oliveira, 2008] is presented in Fig. 3.7. The roles identified in the system are presented as classes and the protocols between them are presented as associations, including the direction in which the protocol is activated.

![Role and Interaction Diagram](image)

**Figure 3.7: Role and Interaction Diagram**

3.1.4 Detailed Design

The detailed design stage is comprised of two deliverables – the agent model and the services model.

3.1.4.1 Agent Model

The agent model can be seen as a mapping between agents and roles, indicating how many instances of each agent will exist in the system, and which roles each agent will implement – see
Table 3.1. In this particular case, the four agents that represent the robotic platform (Sensor, Reactive, Planner and Interface) will have \( N \) instances, corresponding to the number of robotic platforms in the system. The Utilitarian Agent can have up to \( U \) instances and the Conflict Manager can have up to \( C \) instances. One should also point out that even though the Broadcaster role is present and implemented by the four agents internal, only one of these agents will implement the role at any given time.

<table>
<thead>
<tr>
<th>Role</th>
<th>Play Type</th>
<th>CorrespondingAgents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor</td>
<td>( 1..N )</td>
<td>Sensor, Broadcaster</td>
</tr>
<tr>
<td>Reactive</td>
<td>( 1..N )</td>
<td>Reactive, Broadcaster</td>
</tr>
<tr>
<td>Planner</td>
<td>( 0..N )</td>
<td>Planner, Broadcaster</td>
</tr>
<tr>
<td>Interface</td>
<td>( 0..N )</td>
<td>Interface, Broadcaster</td>
</tr>
<tr>
<td>Utilitarian Agent</td>
<td>( 0..U )</td>
<td>Utilitarian Agent</td>
</tr>
<tr>
<td>Conflict Manager</td>
<td>( 0..C )</td>
<td>Conflict Manager</td>
</tr>
<tr>
<td>Task Designator</td>
<td>( 0..1 )</td>
<td>Task Designator</td>
</tr>
<tr>
<td>Logger</td>
<td>( 0..1 )</td>
<td>Logger</td>
</tr>
</tbody>
</table>

Table 3.1: Agent Model

### 3.1.4.2 Service Model

The service model is intended to identify the services associated with each agent class or role. As proposed by [Castro & Oliveira, 2008], the service model table was replaced by a UML class diagram – the missing information (output) was also included as notes to the services in the diagram. Figure 3.8 shows a few services provided by the system.

### 3.1.5 Summary

This generic model provides a common base work, that can be used as a basis for the specification of several systems. One system that makes use of this generic model can be found in [Braga, 2010]. The system described in this thesis is also one of those systems.

The Agent in the platform architecture (Fig. 3.9) gathers the five roles defined in the meta-model for each autonomous robot – Sensor, Reactive, Planner, Interface and Broadcaster. The Task Designator role is mapped onto the Control Panel, responsible for interacting with the user in the definition of tasks and missions. The Conflict Manager role is mapped onto the ATC agents, as a spatially distributed task (each instance is responsible for a portion of space). The Logger role has the obvious mapping onto the Logging tool. Finally, the Utilitarian Agent role is mapped onto the Disturbances Manager.

In respect to the models produced by this methodology, some adaptations had to be made in order to better fit the systems to be modeled. In more detail:
Regarding the System Sub-Organizations, since most of the systems intended for modeling do not possess an hierarchical or otherwise structured organization, this model was adapted as to reflect how the different roles may be grouped (logically or physically), possibly in different platforms (mobile or otherwise).

Regarding the Environment model, since these systems operate on the real world, a model representing the environment would not be suited, and therefore should be included in each particular system implementing this meta-model if particular observations are required.

The Organizational Rules that can be identified as corresponding to all systems being modeled are very few, and therefore each particularization should provide with an Organizational Rules model that includes the corresponding rules.

The Organizational Structure model is also not suited for a meta-model, since different systems may have different hierarchical and control structures, or none at all, and therefore each system should provide its own model.

As for the Gaia process, the adaptations to designing open systems such as the ones depicted herein should also be included in a formal model that can be reused. These changes in the adopted version of the Gaia methodology could be included as a variation point in the methodology, according to the type of system being modeled [Webber & Gomaa, 2004]. Concerning the meta-model itself, it could also be further detailed, and the inclusion of variability points is also being discussed. These variability points would increase the model’s flexibility and would allow it to be used with a wider range of systems.

Figure 3.8: Service Model
Gaia’s higher level of abstraction, when compared to other methodologies (other methodologies, and as presented in section 2.1.7, include the definition of implementation details in the final stages, while Gaia does not), proved to be an asset when designing the meta-model, and the adaptations that provide support for the design of open systems (as opposed to organizational-based systems) is believed to be a good contribution. Based on the authors’ experience (both on modeling distributed systems and the ones described herein, using the meta-model as a basis) and the feedback from the research laboratory they are inserted in, using the meta-model as a basis has proved to be very helpful in the design of the distinct systems, by significantly reducing most of the common design tasks, which also reduces implementation difficulties, while at the same time providing a high-level overview of the system as a whole.

3.2 General Architecture

Based on the model presented above and the considered specific requirements, a global architecture for the proposed platform was devised – this architecture is represented in Fig. 3.9.

The visual simulation platform acts as a central module for the system, given that it interacts with most of the other modules. The simulation platform should be able to provide with a realistic environment simulation and also be able to simulate several vehicles. The choice of the simulator,
as well as a description of its characteristics, and an explanation of some adaptations that had to be made is presented in more detail in section 5.1.

The Control Panel has a central role in the system – it interacts with the user and is responsible for system configuration, environment, disturbances, teams and missions definition and loading, and also for providing with system-wide status monitoring during mission execution – see section 5.2 for a more detailed description of the Control Panel. Configurations for scenario, teams, disturbances and missions use files expressed in the developed languages, detailed in chapter 4. After successful configuration of each of these components, other agents (namely ATC agents and Vehicle Control Agents) are created, and information is sent to the appropriate agents – see section 3.2.2 for more details.

The ATC Agent (described in more detail in section 6.2) is responsible for ground, air or sea operations in the vicinities of a base of operations. This agent represents the typical air traffic controller present in airport towers, responsible for a central control of all traffic on and around the airport, routing all ground traffic from or to the defined landing or departure runway, and avoiding traffic conflicts. Several instances of this agent may exist, each controlling a specific area and/or type of traffic (land/water/air). It is created by the Control Panel (see section 3.2.2), according to controller configurations – refer to section 4.2.6 for a detailed description of the configuration of a controller.

The modules identified as Vehicle Agent1 through Vehicle AgentV represent the several (simulated) vehicles that exist within the system. Each one of these agents represents a vehicle, and is responsible for handling actions such as navigation control, collision avoidance, and others (more information can be found in section 6.3). It is created by the Control Panel (see section 3.2.2), according to configuration of vehicle type and specific vehicle – refer to sections 4.2.7 and 4.3.1 for a description of vehicle type and specific vehicle characteristics.

Given that the application is intended to be used with both simulated and real vehicles, there is the possibility to use external modules, which communicate with the robotic agents represented by the simulated vehicles. These modules act as wrappers between application actions or commands and specific vehicle functionalities. They will also allow for the collection of real-world vehicle data that will both replace the simulated data, if discrepancies are detected, and serve as the input to a calibration process that improves simulation realism. One of these modules exists for each simulated vehicle that also has a real counterpart.

The Disturbances Manager is responsible for creating and maintaining all disturbances within the simulator in accordance to their specification, and also for providing the interface between vehicle agents and disturbances, when the simulator cannot do so – see section 5.3.

The Monitoring Tool is responsible for providing both a real-time visualization of the status of the simulation and the agents, and also the updated values of several simulation and agent-related variables – see section 5.4.

The Logging Tool is responsible for creating permanent log files for each simulation session, including general simulation configurations and parameters, the initial simulation status, communications among the several agents, and a detailed status description for each agent (see section
These log files can then be used by the Performance Analysis Tool to provide the user with aggregated information regarding the simulation, and some analysis on the performance of a given team in completing a mission (more details in section 5.6).

In a metaphorical comparison, the Control Panel can be seen as an airliner operations center, the vehicle agents as representing aircraft pilots, the ATC agents as the air traffic controllers, the logging tool as the aircraft’s flight data recorder (more commonly known as the black box), and the monitoring tool as a real-time flight tracker.

Each of the components of the platform is detailed in chapters 5 and 6.

### 3.2.1 Model Equivalency

This architecture is an instantiation of the generic model presented in section 3.1, even though a direct naming equivalence is not used.

The Vehicle Agent in the platform architecture (Fig. 3.9) gathers the five roles defined in the generic model for each autonomous robot – Sensor, Reactive, Planner, Interface and Broadcaster. The Task Designator role is mapped onto the Control Panel, responsible for interacting with the user in the definition of tasks and missions. The Conflict Manager role is mapped onto the ATC Agents, as a spatially distributed task (each instance is responsible for a portion of space). The Logger role has the obvious mapping onto the Logging tool. Finally, the Utilitarian Agent role is mapped onto the Disturbances Manager. In addition to the roles defined in the generic model, the Performance Analysis Tool was introduced as a means to provide the user with aggregated information regarding the simulation, and also as a possible means to calibrate the simulation platform and thus improve the overall performance of the team.

### 3.2.2 Data Flow

Figure 3.10 shows a simplified model of the data flow in the platform, with each step of the enclosed numeration described below. Unidirectional arrows represent either information being sent to a component (steps 1, 4, 7, 10 and 11) or components being created by the Control Panel (steps 2, 5 and 8), while bidirectional arrows represent communications between components (steps 3, 6 and 9). It is important to note that the Simulator (FSX) and the agent communications platform (AgentService) should already be running when the Control Panel is executed. Also, generic platform configuration should be provided in the Control Panel (these configuration details are saved in the registry from one simulation to the next, to expedite configuration procedures). At that time, the Control Panel connects to FSX and AgentService, to ensure that they are running in the specified network locations.

1. The scenario is configured. This is done in the Control Panel, using a previously created scenario file, or by creating a new one;

2. When the scenario configuration is launched, vehicle types are matched to simulator vehicles. New folders are created for each new vehicle type (when not already present in the
simulator), and vehicle details are modified in the respective configuration files. Also, ATC agents are launched according to controller configurations;

3. Each ATC agent connects itself to both the agent communications platform and the simulator, searching for vehicles within its defined area;

4. The team is configured. This is done in the Control Panel, also using a previously created team file, or creating a new one;

5. When the team is launched, all agents representing vehicles are created according to team and vehicle configurations;

6. Each Vehicle Control Agent loads the respective simulated vehicle into the simulator. Aware of their location, vehicles may establish a connection with an ATC agent, if within a controller area;

7. The disturbances are configured. This is done in the Control Panel, again using a previously created disturbances file or creating a new one;

8. When the disturbances are launched, the Disturbances Manager is created, and the disturbances description file is sent to it;

9. The Disturbances Manager loads all disturbances and in turn creates the appropriate objects within the simulator; it also communicates with the Vehicle Control Agents, if they are in sensing range of any of the disturbances;

10. The mission is configured in the Control Panel, using a previously created mission file or creating a new one;

11. Finally, when the mission is launched, the mission file is sent to all Vehicle Control Agents, which in turn start to communicate, coordinating actions to perform the mission.
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3.2.3 The Description Languages

This section provides a brief description of the four languages developed for the configuration of a mission to be executed by a team of vehicles.

As mentioned before, four languages have been created. These languages were divided into two categories – static and dynamic. The static category encompasses the specification of scenario and teams, while the dynamic category encompasses the specification of disturbances to the environment and the missions to be performed. In addition to these two categories, the languages can also be classified according to their emphasis on either the scenario or the team. The scenario-oriented languages include both scenario and disturbances specifications, while the team-oriented languages include team and mission specifications. Table 3.2 shows the classification of the four languages according to category (static vs. dynamic) and emphasis (scenario vs. team).

<table>
<thead>
<tr>
<th>Static</th>
<th>Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario</td>
<td>SDL</td>
</tr>
<tr>
<td></td>
<td>DDL</td>
</tr>
<tr>
<td>Team</td>
<td>TDL</td>
</tr>
<tr>
<td></td>
<td>MDL</td>
</tr>
</tbody>
</table>

Table 3.2: Language Classification

Each language focuses on different but related aspects:

- **Scenario Description Language (SDL)**. SDL specifies the static components of the environment, namely bases of operations (including airport, port and ground base), global constraints (namely no-fly areas) and control structures (such as traffic controllers), and a description of all existent vehicle types;

- **Teams Description Language (TDL)**. TDL provides with information about a team, describing the vehicles that compose the team and their specific details, as well as constraints that apply to the specific team (such as team-specific no-fly areas);

- **Disturbances Description Language (DDL)**. DDL specifies the dynamic components of the environment (such as a fire, vehicle, person, a source of pollution, and others), which usually require detection or other action(s) to be taken by the team;

- **Mission Description Language (MDL)**. MDL specifies a mission that should be performed by a team of vehicles, using high-level concepts, and allowing for soft and hard constraints to be specified.

The specification of the four languages uses high-level concepts and tries to abstract as much as possible from any operational details. This will help users with the specification of missions, but at the same time requires that the components of the platform be able to break down the high-level abstractions into an operational planning.
3.3 Summary

This chapter described the generic architecture for the developed platform. First, a generic model for platforms comprised of autonomous robotic agents was presented in section 3.1, using a modified version of the Gaia methodology, that accounts for non-hierarchical systems and the non-specific nature of such generic model. This generic model is, in its own, a contribution that enables system designers to save time, by providing a basis from where to start their work. It prevents repetitive tasks, and at the same time allows system designers to maintain a global perspective of the system.

Then, in section 3.2, the general architecture of the proposed platform was presented as an instantiation of the previously presented generic model. A brief description of each of the main components of the platform and their functions and interactions was provided, as well as the generic data flow model for the platform, which contributes to a better understanding of the dynamics of the platform. These components and their workings are described in more detail in chapters 5 and 6.

Finally, in section 3.2.3, an introduction to the four developed languages was made, focusing on their decomposition as scenario- vs. team-oriented and static vs. dynamic, and also briefly describing each of the languages.

The following chapter will describe the implementation details and the definition of each of the four languages.
Chapter 4

Description Languages

As mentioned in the previous chapter, the configuration of the platform is achieved mainly by means of four configuration files, that describe the configuration of scenario, teams, disturbances and missions. In this chapter, the formal languages developed to express the information regarding those topics are presented in detail. First, a brief description of some implementation considerations is made and then each of the four languages is described.

4.1 Implementation

The four languages were implemented as four XML (eXtensible Markup Language)\(^1\) dialects [W3C, 2008], and specified using XML Schema [W3C, 2004].

A markup language, such as XML, allows for structure (hierarchical mainly) to be easily represented, and, being a self-documenting format, it provides not only with the data, but also with the meta-data to describe the data. Current technological advances (mostly regarding processing and memory capabilities) make the two major disadvantages of using such formats – the larger size of the resulting files and the processing costs associated with these documents – to be only minor disadvantages, which can, some of the times, even be overlooked. XML is perhaps the most popular markup language, and since its inception, it has been adapted to a wide range of applications, in a large number of areas, including medical [Schweiger et al., 2005], [Kumar et al., 2009], multimedia [Deursen et al., 2007], corporate [ANSI/AIIM, 2009] or military [Hobbs, 2003] [Wittman Jr., 2009], among other more traditional areas for XML applications, such as the web [Silva et al., 2007a], [Silva et al., 2007b], [Georgieva & Georgiev, 2010].

The specification of the dialects also needed to be used in the various components of the platform. For that purpose, the dialect specifications, in XML Schema, were converted into C\(^\#\) classes, using the XML Schema Definition Tool [Microsoft Corporation, 2010]. This tool is capable of generating Common Language Runtime classes based on an XML Schema document (it

\(^1\)More information available online, from http://www.w3.org/XML/
can also generate an XML Schema file based on either a set of classes, or an XML file, making it a very flexible tool to be used when working with XML and XML Schema and one of the several supported programming languages). This easiness of transforming a dialect specification into code is also of great usefulness when changes are made to a dialect specification – the changes to the specification are rapidly reflected into the code, which reduces the cost of changes to the language specifications in the future. There is, however, one limitation to this process – no two elements can have the same name. Even though XML Schema allows for elements to have the same name but different specification (provided that an in-line type definition is used), this would imply the creation of classes with the same name, and therefore no two elements in the four dialects have the same name (except when using the same definition).

Part of the specification process for the four dialects was done using Altova XMLSpy\(^2\), a powerful and flexible tool for working with XML-based technology. The Visual XML Schema Editor included in this tool was also used for capturing the images used to illustrate dialect specifications in this document.

### 4.1.1 Physical Structure

Each of the four dialects was specified in a separate XSD file. In order to facilitate the development of these dialects, elements common to two or more of them were grouped into a file (Common.xsd) that was then imported by each of the four main dialect specification files – see Fig. 4.1.

![Diagram of Physical Structure of XSD Files for Dialect Specification](image)

**Figure 4.1: Physical Structure of XSD Files for Dialect Specification**

This decision to eliminate repeatability was made as to facilitate specification and decrease the probability of introducing errors: using repeated code on more than one location increases the chances for an error to be made, especially if changes to an element need to be replicated into all definitions. This also allows for an element to be used in more than one dialect, without the need to change its name. This choice, however, also entails an increased need for attention during development – if a common element needs to be changed only in one of the dialects, but not in the other, it has to be removed from the common file and renamed. Table 4.1 shows the classification according to category and emphasis, as described above, but considering the five produced files.

\(^2\)More information available online at [http://www.altova.com/xmlspy.html](http://www.altova.com/xmlspy.html)
4.1 Implementation

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Static</th>
<th>Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Team</td>
<td>SDL</td>
<td>DDL</td>
</tr>
<tr>
<td></td>
<td>Common</td>
<td>MDL</td>
</tr>
</tbody>
</table>

Table 4.1: Language Files Classification

4.1.2 Additional Notes

All elements that provide a physical measure are accompanied by an attribute that defines the unit in which the value is being specified. This is done for two main reasons: first, to accommodate the different units that are commonly used to specify the same measurement type, according to context (ground vehicle speeds are usually indicated in either kilometers per hour or miles per hour, but for boats or aircraft the most widely used unit is knots); and second, to make the developed dialects compatible with users with different backgrounds (for instance, users in the UK and the US usually use different measurement units). Table 4.2 shows the units used in some measurement elements, as well as the symbols used for the representation of the unit in the Control Panel interfaces.

<table>
<thead>
<tr>
<th>Type</th>
<th>Unit Name</th>
<th>Interface Symbol</th>
<th>Type</th>
<th>Unit Name</th>
<th>Interface Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>Meter</td>
<td>m</td>
<td>Mass</td>
<td>Gram</td>
<td>g</td>
</tr>
<tr>
<td></td>
<td>Centimeter</td>
<td>cm</td>
<td></td>
<td>Kilogram</td>
<td>kg</td>
</tr>
<tr>
<td></td>
<td>Kilometer</td>
<td>km</td>
<td></td>
<td>Ounce</td>
<td>oz</td>
</tr>
<tr>
<td></td>
<td>Foot</td>
<td>ft</td>
<td></td>
<td>Pound</td>
<td>lb</td>
</tr>
<tr>
<td></td>
<td>Inch</td>
<td>in</td>
<td>Speed</td>
<td>Meters per Second</td>
<td>m/s</td>
</tr>
<tr>
<td></td>
<td>Mile (Statute)</td>
<td>mi</td>
<td></td>
<td>Inches per Second</td>
<td>in/s</td>
</tr>
<tr>
<td></td>
<td>Nautical Mile</td>
<td>nm</td>
<td></td>
<td>Kilometers per Hour</td>
<td>kph</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Miles per Hour</td>
<td>mph</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Nautical Miles per Hour</td>
<td>kts</td>
</tr>
<tr>
<td>Angle</td>
<td>Degree</td>
<td>Deg</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Radian</td>
<td>Rad</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Measurement Units

Most of these elements are located in the file that defines the common elements. Figures 4.2(a), 4.2(b) and 4.2(c) show examples of elements that use these attributes, namely the use of length, speed and mass unit attributes. Figure 4.3(a) shows an example of an element that needs two unit attributes, as it specifies the fuel consumption (volume over time).
Additionally, some elements feature some contextual choices, in a manner similar to unit choice; for instance, the altitude of a set of coordinates can be specified to be above the mean sea level (amsl) or above ground level (agl); a heading (direction) can be specified to be relative to the local Earth’s magnetic field North orientation, also known as magnetic North (Mag) or relative to the Earth’s geographic North, also known as true North (True). Figures 4.3(b) and 4.3(c) show two examples of elements that use these contextual choices – Fig. 4.3(c) shows an element (altitude) that combines the contextual choice attribute (how the altitude is measured) and the unit attribute (length unit).

4.2 Scenario Description Language

In this section, a full overview of the Scenario Description Language (SDL) is given, and each part of the scenario definition is analyzed in more detail. As previously stated, this dialect was developed in order to fully describe an operating scenario for a team (or several teams) of mobile robotic vehicles. The root element of a scenario description is named *scenario*, and it contains elements describing the unchangeable (static) part of the environment. Equation 4.1 formalizes the representation of a *scenario* element as a tuple constituted by four sets – bases of operations, controllers, agent types and no-fly areas.
4.2 Scenario Description Language

\[ \text{Scenario} = \langle B, C, T, N \rangle \]
\[ B = \{ \text{BaseOfOperations} \} \]
\[ C = \{ \text{Controller} \} \]
\[ T = \{ \text{AgentType} \} \]
\[ N = \{ \text{Area} \} \] (4.1)

In more detail, the scenario is defined as a tuple comprised of:

- a set of bases of operations \( B = \{ b_1, b_2, \ldots, b_{nb} \} \) (which may contain an airport, port and/or a ground base) that can be used by one or more of the teams
- a set of controllers \( C = \{ c_1, c_2, \ldots, c_{nc} \} \), that control traffic on a well defined area of space
- a set of agent types \( T = \{ t_1, t_2, \ldots, t_{nt} \} \), that define the available vehicles types and their characteristics
- a set of no-fly areas \( N = \{ n_1, n_2, \ldots, n_{nn} \} \), that define the areas that no team can navigate through

Figure 4.4 shows the graphical representation of the scenario element.

Each of the four main scenario elements is described in more detail in the following four sections – for presentation simplification, the area element (no-fly areas) is presented before the controller element.

4.2.1 Bases of Operations

This section of the SDL file contains a list of available bases of operations. The concept of base of operations is derived from traditional military bases, which are well-defined regions (sometimes
even physically delimited) that contain structures and other resources that allow for services to be rendered to personnel, vehicles or other equipment.

Each base of operations has a unique identifier, which will later be referenced by the TDL file – see section 4.3. For each base of operations, a number of information details are provided (Fig. 4.5(a) shows the information contained within the baseOfOperations element in a graphical notation):

- **name.** The name by which the base of operations is known. If the base contains only an airport (or only a port, or only a ground base), the name of the base is usually coincident with its name.

- **mobility.** This element includes four boolean attributes (air, land, water and underwater), which indicate the type of vehicles the base provides support for – see Fig. 4.6(a). Also, these attributes define the existence of the optional elements airport, port and groundBase (described below).

- **description.** A brief textual description of the base of operations, that may include a listing of available services and facilities.

- **history.** This element can contain a detailed description of the base of operations, and its historical background, as well as the modifications it went through over time.
4.2 Scenario Description Language

- **contactPerson.** This element contains detailed information about the person to contact regarding the base of operations. It includes name and title of the person of contact; the institution he works for and his position within that institution; address for physical correspondence (address, zip code, city, state and country) and other contacts (e-mail, telephone, cell phone and fax); and the possibility to add any additional information items, such as preferred contact hours or alternative contacts. Figure 4.5(b) shows the definition of this element.

- **location.** Provides information regarding the location of the base of operations. It is comprised by a physical address (which may or may not coincide with the address of the person of contact) and the coordinates for the location of the base (usually either the coordinates for the center of the base, or those of the office where the contact person can be reached) – see Fig. 4.6(b).

![a](image1)

![b](image2)

(a) Mobility Element  
(b) Location

Figure 4.6: Mobility and Location Elements

- **availability.** This element describes the temporal availability of the base for operations (for instance, one base of operations $b_1$ may only be available during daytime, but not for nocturnal operations, while another base $b_2$ may only be available during weekdays, but not during the weekend). If the base is not always available for operations, at least one availability slot must be indicated; each availability slot contains the start and end date and time of the period during which the base is available; also, if the specified availability slot occurs periodically, the rate of recurrence can be specified, as well as the initial and final dates during which the recurrence is valid. Figure 4.7 shows the definition of the availability element and listing 4.1 shows an example of an availability element – in this example, the base would be available every day from January 1 to December 31, 2010, from 9AM to 5PM.

Listing 4.1: Availability Element Example
• **airport.** This optional element contains a detailed description of the airport within the base of operations, its structure and the services it provides (this element is described in more detail below). The presence of this item is determined by the value of the `air` attribute of the `mobility` element.

• **port.** This optional element contains a detailed description of the port within the base of operations, its structure and the services it provides to boats and/or submarines. The presence of this item is determined by the values of the `water` and `underwater` attributes of the `mobility` element.

• **groundBase.** This optional element contains a detailed description of the ground base within the base of operations, its structure and the services it provides. The presence of
this item is determined by the value of the land attribute of the mobility element.

Given the complexity of the airport, port and groundBase elements, they are described in detail in the following three sections.

4.2.2 Airport

In order to provide a description of airports closer to what is used in the real world, some applications that make use of an airport description were analyzed, as seen in section 2.3. Considering the different formats and information included in the analyzed simulators, it was decided to include a stripped down version of the airport description found in FSX, focusing on the important aspects, such as positioning, dimensions, and intersections of possible paths, leaving out the information regarding visual details, such as lights or signs.

Equation 4.2 shows the contents of the airport element, which are explained in more detail below.

\[
\begin{align*}
\text{Airport} &= \langle \text{name}, \text{description}, \text{contactPerson}, \text{location}, \\
&\quad \text{IATA}, \text{ICAO}, \text{magVar}, H, R, T, P, G, U \rangle \\
H &= \{\text{Helipad}\} \\
R &= \{\text{Runway}\} \\
T &= \{\text{Taxiway}\} \\
P &= \{\text{Parking}\} \\
G &= \{\text{Hangar}\} \\
U &= \{\text{Utility}\}
\end{align*}
\]

- **name.** The name by which the airport is known.
- **description.** Textual description of the airport and the services it provides.
- **contactPerson.** Information regarding the person of contact for the airport; its definition is the same as for the base of operations.
- **location.** Information regarding the location of the airport; its definition is the same as presented above for the base of operations.
- **IATA.** The IATA (International Air Transport Association) code of the airport; this code is comprised of three letters, and widely used for major airports, namely in baggage tags.
- **ICAO.** The ICAO (International Civil Aviation Organization) code of the airport; this code is comprised of four alphanumeric characters, and provides a unique code for each airport worldwide.
• **magVar.** The magnetic variation (difference, given in degrees, between true North and magnetic North) at the airport location.

• **helipad.** Helipads are relatively small, round or square regions of the airport used by helicopters for vertical takeoff and landing; the helipad element is comprised of four items, as can be seen in Fig. 4.8(a):
  
  – **designation.** The name by which the helipad is known.
  
  – **surface.** Material the surface of the helipad is made of.
  
  – **coordinates.** Coordinates for the center of the helipad.
  
  – **radius.** Radius of the helipad.

![Diagram of Helipad Element and Runway Element](image)

(a) Helipad Element  
(b) Runway Element

Figure 4.8: Helipad and Runway Elements

• **runway.** Runways are the straight, flat and long strips of terrain used by aircraft for takeoff and landing; the runway element is comprised by several items, as represented graphically in Fig. 4.8(b):
  
  – **coordinates.** Coordinates for the center of the runway.
  
  – **length.** Length of the runway.
  
  – **width.** Width of the runway.
  
  – **surface.** Material the surface of the runway is made of.
  
  – **baseEnd.** Contains information regarding one of the two orientations of the runway; it includes the designation of the runway (a number, from 01 to 36, corresponding to one tenth of the magnetic heading of the runway), coordinates for the start and end points of the runway and its orientation (heading).
4.2 Scenario Description Language

- **reciprocalEnd.** Contains information regarding the other orientation of the runway; the designation should differ from the designation of the baseEnd by 18, and the orientation by 180°; the start and end points may match the end and start points of the baseEnd, respectively, but in some cases that may not be the case.

- **taxiway.** Taxiways are used for ground operations (either by aircraft or by other vehicles operating on the airport), connecting runways with other areas of the airport, such as parking spaces, fuel facilities, hangars or helipads; this element is comprised by four items, as shown graphically in Fig. 4.9:
  
  - **designation.** The name by which the taxiway is known.
  - **surface.** Material the surface of the taxiway is made of.
  - **width.** Width of the taxiway.
  - **path.** Contains information about the shape of the taxiway; it include both initial and final points of the taxiway, as well as a variable number of middle points – where the taxiway changes direction or where it intersects with another taxiway or runway; each point contain the coordinates of its location; in case of interception, the taxiway(s) and/or runway(s) it intercepts with are also specified.

  ![Figure 4.9: Taxiway Element Specification](image)

- **parking.** Parking spaces are specific locations within the airport, used to park aircraft, usually for a relatively short period of time; this element has several items:
  
  - **designation.** The designation of the parking space.
  - **description.** Description of the parking space, including purposes (whether the parking space is used mainly by commercial aircraft, cargo companies, privately owned jets, or others) and other information.
  - **airlines.** Lists which airlines have priority of use over the specific parking space.
- **coordinates**. Coordinates of the parking space.
- **radius**. Radius of the parking space.
- **connection**. Indicates the taxiway (including the specific coordinates) where the parking space connects to the taxiway network.

![Diagram of parking element specification](image)

**Figure 4.10: Parking Element Specification**

- **hangar**. Hangars are closed structures, usually used for long-term housing of aircraft, maintenance or repair operations; this element has three items, as represented graphically in Fig. 4.11:
  - **designation**. The designation of the hangar.
  - **description**. Brief description of the hangar, especially in terms of its purposes and possible owner.
  - **shape**. Specifies the shape of the hangar (expressed as a polygon), its height, useful area and the type, location and size of the doors.

- **utility**. There are four types of utilities – Tower, Fuel Facility, Battery Facility and Water Facility – with three common elements:
  - **designation**. The designation of the utility.
  - **coordinates**. Coordinates for the center of the utility.
  - **radius**. Radius of the utility.
In addition to these three elements, the Tower also has an element specifying its height; both Fuel and Water Facilities have the available quantity of fuel or water, respectively; and the Fuel Facility has an indication of the type of fuel it provides.

The information contained in these elements (namely, the information retrieved from the runways and taxiways elements) is structured in a manner that facilitates its use in the construction of a graph containing the possible paths to be used by airplanes while on the ground [Sousa, 2010]. This information is of major importance so that the agents can plan their paths with maximum efficiency.

### 4.2.3 Port

The port has a similar structure to the airport, but adapted to meet the requirements for modeling a water facility. Figure 4.12 represents the port element graphically, and the several elements that constitute a port are enumerated below:

- **name.** The name by which the port is known
- **description.** Brief description of the port and its facilities and the services it provides
- **contactPerson.** The details for the person who should be contacted for matters regarding the port. The definition of this element is the same as the one presented above
• **location.** The location of the port (the definition of this element is the same as presented above)

• **magVar.** The magnetic variation at the location of the port

• **waterways.** This element describes the virtual roads of water that can be used by boats and submarines. Each waterway has a unique identifier and the following elements, as represented graphically in Fig. 4.13(a):
  
  – **designation.** The designation by which the waterway is known
  
  – **width.** The width of the waterway, which also represents the maximum width of the vessels that can navigate through that waterway
  
  – **depth.** The depth of the waterway, which also limits the vessels that can use the waterway
  
  – **path.** of the waterway; again, and just as in the taxiway element, the path is described by a start point, an endpoint and a variable number of midpoints in between them; the order in which the path elements appear specifies the default traffic direction along the waterway

• **quays.** This element describes the support structures that exist by the water (or even penetrating the body of water), and that are usually used for accessing the places where boats
are 'parked'. Each quay has a unique identifier and the following elements, as can be seen in Fig. 4.13(b):

- **quayType**. An indication of the type of quay, which can be chosen among pier, jetty or mole
- **designation**. The designation by which the quay is known
- **description**. A brief description of the quay (some historical aspects can be included here, for instance)
- **surface**. The material in which the quay is built
- **width**. The width of the quay
- **path**. The path of the quay; once again, the path is expressed with the start, mid and endpoints, each point having the possibility to connect to a point in another quay

- **berths**. This element contains all locations that can be used to park a boat or submarine. There are three distinct kinds of berths - mooring spaces, slipways and dry docks. There are four common elements to these three types of berths:
  - **designation**. The designation by which this berth is known
  - **description**. A brief description of the berth and its main characteristics
  - **boatType**. This element contains a number of boolean attributes that specify the types of vessels that can use the specific berth
  - **coordinates**. The coordinates for the location of the berth
Each of the three types also has specific elements, detailed below:

– **mooringSpace.** Mooring spaces are specific locations within the port where a boat can be moored (a boat is said to be moored when it is secured to a fixed structure, usually by ropes). A mooring space is comprised of a number of elements:

  * **depth.** Specifies the depth at the mooring space location, which limits the boats that can only use the specific mooring space
  * **maxBoatLength.** This element specifies the maximum length a boat can have to use the specific mooring space
  * **mooringWidth.** Specifies the width of the mooring space, which also specifies the maximum width of the boats that can moore at that location
  * **mooresto.** This element indicates which quay is used for mooring, and which side of the boat should face the quay - port, starboard, bow or stern

– **slipway.** Slipways are ramps used to load and unload boats to and from the water, usually using either vehicles with a trailer that can transport water vehicles, or using the natural tides and other mechanical apparatus. Slipways can also be used for the construction of new boats, or for repairs to be conducted. A slipway has the following additional fields:

  * **length.** Specifies the length of the slipway
  * **width.** Represents the width of the slipway
  * **angle.** Indicates the angle between the slipway surface and the horizontal plane
  * **surface.** Specifies the material the slipway is built of
  * **maxWeight.** Indicates the maximum weight supported by the slipway (which constrains the vessels that can use the specific slipway)

– **dryDock.** Dry docks are closed structures used for the construction or maintenance operations of vessels. A dry dock can be flooded for the vessel to enter or leave; once the boat is inside and the doors closed, it can be drained, and the vessel laid to rest on a solid support structure, so that operations can be made in a water-free environment. A dry dock has the following additional fields:

  * **length.** Specifies the length of the slipway
  * **width.** Represents the width of the slipway
  * **depth.** Indicates the depth of the dry dock, when opened to the water
  * **height.** Indicates the maximum height of the dock
  * **dryDockVolume.** Specifies the volume of water the dry dock can hold
  * **waterFlow.** Specifies the rate at which water is pumped in or out of the dock. Together with the volume of the dock, this can also be used to determine the amount of time it takes for the dock to fill or to drain.

• **utilities.** This element has the same structure as the one presented above for the airport.
4.2 Scenario Description Language

4.2.4 Ground Base

The ground base is intended to provide support for ground vehicles, and is defined as a structure similar to the one that describes an airport, or a port. Figure 4.14 represents the groundBase element graphically, and the several elements that constitute a ground base are enumerated below:

- **name**. The name by which the ground base is known
- **description**. Brief description of the ground base and its facilities and the services it provides
- **contactPerson**. The details for the person who should be contacted for matters regarding the ground base; the definition of this element is the same as the one presented above
- **location**. The location of the ground base (the definition of this element is the same as presented above)
- **magVar**. The magnetic variation at the location of the ground base
- **roads**. Describes the network of roads that exists within the ground base. It is comprised by any number of road elements, each of which represents one road. Each road has a unique identifier and the following elements:
  - **name**. This optional attribute represents the name by which a road is known, in the case it possesses an official designation and a common name
  - **designation**. This element represents the official designation of the road
  - **surface**. Indicates the material that paves the road
  - **width**. The total width of the road (all lanes are considered in this measurement)

![Figure 4.14: groundBase Element Specification](Image)
– **totalNumberOfLanes.** This element indicates the total number of lanes in the road, and includes an attribute named `reverseLanes` that indicates how many of those lanes are used for traffic in the reverse direction of the road specification (the direction is based on the path element, presented below); the number of reverse lanes must not exceed the total number of lanes \( 0 \leq reverseLanes \leq totalNumberOfLanes \)

– **trafficIsRightHand.** This boolean element indicates if the traffic is right-handed (as is the case in most countries), or left-handed (as is the case of the United Kingdom, Australia, India and several south-African countries)

– **path.** This element specifies the geometry of the road; its definition is the same as already presented above

- **parkingsGround.** Describes the existing parking lots and individual parking spaces within each parking lot; each parking lot has a unique identifier and:
  - **designation.** The name by which the parking lot is known (for instance P1 or P2)
  - **description.** A description for the parking lot (this field can be used to describe if a parking lot is meant to be used solely by base personnel, or by visitors, for instance)
  - **parkingSpace.** A parking lot may contain any number of parking spaces, each of which has a unique identifier, the coordinates and size of the parking space and also an indication of the type of space (it may specify, for instance, if the space is meant for heavy of light vehicles, or if it can only be used by electric vehicles)

- **garages.** Describes the structures that can be used by the ground vehicles as garages, either for repairs and maintenance, or even for parking during the night or during adverse weather conditions; each garage has a unique identifier, designation (the name of the garage), description (it can be used to describe the specific garage and the services it provides) and the description of the shape of the garage (the shape follows the same definition as for hangars, as presented above)

- **utilities.** This element has the same structure as the one presented above for the airport

It was mentioned in the description of taxiways, waterways, quays and roads that each individual element can be connected to others of the same type, as to construct the taxiway network for the airport, the waterway and quay networks for the port, and the road network for ground bases. Additionally, taxiways, roads, quays and waterways can also contain connections to each other, as to provide an interconnected network of transportation lines, so that vehicles can travel from one point of a base of operations to another. For instance, an autonomous ground vehicle with a trailer that carries a boat can travel from the ground base by road and connect to the quay network at the port, in order to launch the boat to the water using a slipway. Also, by providing a connection
between the several water and land networks, it provides support for amphibious vehicles to use all the resources available at the base of operations.

### 4.2.5 No Fly Areas

This section of the scenario description file has a straightforward purpose – clearly defining all areas that cannot be navigated through, at a global level, by any vehicle of any team. Even though the name suggests that the areas defined in this section only apply to airspace and air traffic, the areas can be defined for air, land, water and/or underwater vehicles.

Every area element has a unique identifier, and several elements, as defined in Table 4.3, and shown summarily in Equation 4.3.

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>denomination</td>
<td>The name that identifies the area</td>
</tr>
<tr>
<td>medium</td>
<td>The medium the prohibition applies to; this element has the same definition as the one presented for the base of operations, with four boolean attributes – land, air, water and underwater, which determines the vehicles that cannot navigate through the area</td>
</tr>
<tr>
<td>availability</td>
<td>Specifies the temporal availability (or unavailability, in this case) of the area (for instance, aircrafts may not fly over a given area ( n_1 ) at night, but they may do so during daytime); the definition of availability is also the same as the one shown above for the base of operations</td>
</tr>
<tr>
<td>shape</td>
<td>The shape of the area can be expressed as either a polygon or a circle, extruded vertically from minimum to maximum altitudes; a polygon is comprised of three or more vertexes, each identified by latitude and longitude, while a circle is comprised of the center coordinates (latitude and longitude) and a radius</td>
</tr>
</tbody>
</table>

**Table 4.3: Definition of the Area Element**

\[
\text{Area}_{ID} = \langle \text{Denomination}, \text{Medium}, \text{Availability}, \text{Shape} \rangle
\]

\[
\text{Shape} = \text{Polygon} \lor \text{Circle}
\]

\[
\text{Polygon} = \langle \text{minAlt}, \text{maxAlt}, \{\text{vertex}\}^3^+ \rangle
\]

\[
\text{Circle} = \langle \text{minAlt}, \text{maxAlt}, \text{center}, \text{radius} \rangle
\]

Equation 4.3

This definition of area can be extended in the future to include other geometrical forms, but this definition corresponds to how these areas are usually defined in the real world – for instance, the FAA defines the areas for Temporary Flight Restrictions (TFRs) using this definition [FAA, 2010b]. Figure 4.15 shows an example of an FAA-issued flight restriction over the Gulf of Mexico; as can be seen in both the airspace definition and the area map, the restricted area is defined by a polygon, each vertex defined by latitude and longitude; the altitude of the area is defined by minimum and maximum altitudes (in this case, from 0 to 3000 feet above ground level). If
the restriction applies to water and/or underwater vehicles, the altitude will have a negative value, which is interpreted as the depth of the area.

Figure 4.15: Example of a FAA Temporary Flight Restriction

4.2.6 Controllers

This section of the scenario description file contains a list of traffic controllers (for air, water or land traffic), and their respective details – a unique identifier for each controller; the base of operations \( b \in B \) it is associated with; the level of autonomy a vehicle has when moving through the controller area, indicated by the \( \text{requiredAction} \) attribute; an indication of the type (role) of controller it represents (for the moment, only civilian and military roles are considered for this field); the area it has jurisdiction over (area definition is the same as shown above); and the contact frequencies (for instance, approach and departure control can be handled in a different frequency than ground control). Figure 4.16 shows the information contained within this element in a graphical notation.

This information is used by ATC Agents as well as by the vehicle agents to determine their behavior when navigating within the areas defined in these elements. For instance, one Controller \( c_1 \) may have full control over the area surrounding the airport (as air traffic controllers for major airports do), and all agents representing vehicles moving through that area would have to get approval from the controller for every decision; another Controller \( c_2 \) may have more of a passive behavior (as do some controllers of small airfields), simply being informed of the vehicle.

---

3Image retrieved from [http://tfr.faa.gov/save_pages/detail_0_5100.html](http://tfr.faa.gov/save_pages/detail_0_5100.html), in October 2010
decisions, but having no direct control over them. There are three levels of control defined in the `requiredAction` attribute: in the lowest level (inform), the controller is only informed of the vehicle decisions, and has no control over them; in the intermediary level (request), the vehicle has the autonomy to make decisions, but not to implement them without the consent of the controller; in the highest level (obey), vehicles have no autonomy regarding motion, and have to obey to all decisions made by the controller and sent to them.

### 4.2.7 Agent Types

This section of the scenario description file contains a list of available vehicle types. Each vehicle type has a unique identifier, which will later be referenced by the TDL file (see section 4.3.1) to indicate the type of each vehicle that composes the team. The information regarding the vehicle type is divided into five categories:

- **Simulated agent.** This category contains only one element – title. The title is a string that uniquely identifies a vehicle type within the simulation platform; several details regarding the vehicle type can be retrieved from the simulator, given this string.

- **Real agent.** Information describing the real vehicle includes the category of the vehicle (aircraft, car, boat or submarine), type, manufacturer, model and variation, as well as any additional informational details one might want to include.

- **Physical.** This category includes characteristics regarding vehicle dimensions as well as other physical aspects. Several elements are common to all types of vehicles (such as cargo or fuel capacity), but some elements are dependent on the vehicle type (for instance, only aircraft have wingspan or wing area). Table 4.4 lists all the elements in this category common to all vehicle types, and Table 4.5 lists the elements that are specific to each vehicle type.
### Description Languages

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>emptyWeight</td>
<td>Weight of the vehicle, when empty (without fuel or cargo)</td>
</tr>
<tr>
<td>maxPayload</td>
<td>The maximum weight of the cargo that can be loaded onto the vehicle</td>
</tr>
<tr>
<td>maxFuel or maxBattery</td>
<td>Indicates the maximum amount of fuel the vehicle can be fueled with; in case the vehicle is completely moved on electrical power, the battery capacity is indicated</td>
</tr>
<tr>
<td>length</td>
<td>Length of the vehicle</td>
</tr>
<tr>
<td>height</td>
<td>Height of the vehicle, measured at the highest point (in planes, this is usually the tail)</td>
</tr>
<tr>
<td>nEngines</td>
<td>Number of engines of the vehicle; this element includes an attribute that indicates the type of engine</td>
</tr>
</tbody>
</table>

Table 4.4: Agent Type Common Physical Elements

<table>
<thead>
<tr>
<th>Vehicle Type</th>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft</td>
<td>wingspan</td>
<td>The width of the aircraft, measured from one wingtip to the other</td>
</tr>
<tr>
<td></td>
<td>wingarea</td>
<td>The area occupied by the wings of the aircraft, which will provide lift</td>
</tr>
<tr>
<td>Cars</td>
<td>width</td>
<td>The width of the car</td>
</tr>
<tr>
<td></td>
<td>nWheels</td>
<td>The total number of wheels of the vehicle; this element also includes an attribute that specifies how many of those wheels have traction</td>
</tr>
<tr>
<td>Boats and Submarines</td>
<td>beam</td>
<td>The width of the vessel</td>
</tr>
<tr>
<td></td>
<td>rudderArea</td>
<td>This optional element indicates the area of the rudder</td>
</tr>
<tr>
<td></td>
<td>anchorLength</td>
<td>This optional element indicates the length of the anchor; an additional attribute, named nAnchors, indicates how many anchors the vessel has</td>
</tr>
<tr>
<td></td>
<td>mooringLines</td>
<td>This optional element indicates the total length of the vessel’s mooring lines; an additional attribute, named nLines, indicates how many mooring lines the vessel has</td>
</tr>
<tr>
<td>Boats</td>
<td>maxDraft</td>
<td>The maximum depth of the boat, as measured from the water line, when fully loaded (this value will have an impact when choosing the waterways the boat can navigate through, for instance)</td>
</tr>
<tr>
<td>Submarines</td>
<td>seaplaneArea</td>
<td>This optional element indicates the area occupied by the seaplanes</td>
</tr>
<tr>
<td></td>
<td>waterTanks</td>
<td>This optional element indicates the total volume of water that can be held in the submarine’s ballast tanks; this element also includes an attribute, nTanks, that specifies how many ballast tanks the submarine has</td>
</tr>
</tbody>
</table>

Table 4.5: Agent Type Specific Physical Elements

- **Performance**. Performance information includes elements regarding the operational performance of the vehicle. Several of these elements are common to all vehicle types, as shown in Table 4.6, while others are specific to the vehicle type. Table 4.7 shows the elements specific to each vehicle type.
### 4.2 Scenario Description Language

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>cruiseSpeed</td>
<td>The cruise speed of the vehicle is the usual speed at which the vehicle operates</td>
</tr>
<tr>
<td>maxSpeed</td>
<td>The maximum speed of the vehicle is the speed at which it can travel, without the risk of structural damages</td>
</tr>
<tr>
<td>range</td>
<td>This element indicates the maximum operational range of the vehicle, without considering refueling operations</td>
</tr>
<tr>
<td>fuelFlow or energyFlow</td>
<td>This element indicates the average fuel consumption of the vehicle (considering it is traveling at cruise speed, and, in the case of aircraft, a straight and level flight(^4))</td>
</tr>
<tr>
<td>dragCoefficient</td>
<td>This element measures the resistance of the vehicle to motion</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vehicle Type</th>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft</td>
<td>maxTakeoffWeight</td>
<td>The maximum weight of the aircraft during takeoff</td>
</tr>
<tr>
<td></td>
<td>requiredRunwayLength</td>
<td>The minimum length of a runway so that the aircraft can safely takeoff and land</td>
</tr>
<tr>
<td></td>
<td>stallSpeed</td>
<td>The speed under which the aircraft will no longer be able to generate enough lift to sustain flight</td>
</tr>
<tr>
<td></td>
<td>climbRate</td>
<td>The maximum vertical velocity of the aircraft, when climbing</td>
</tr>
<tr>
<td></td>
<td>ceiling</td>
<td>The maximum altitude at which the aircraft can operate</td>
</tr>
<tr>
<td>Cars</td>
<td>maxAttackAngle</td>
<td>The maximum terrain inclination angle the vehicle is able to climb</td>
</tr>
<tr>
<td></td>
<td>min90DegTurnRadius</td>
<td>The radius of the circle traveled by the vehicle when performing a turn; if the vehicle can rotate over its own axis, the radius will be 0</td>
</tr>
<tr>
<td>Boats</td>
<td>min90DegTurnRadius</td>
<td>The same definition as above</td>
</tr>
<tr>
<td></td>
<td>min90DegTurnRadius</td>
<td>The same definition as above</td>
</tr>
<tr>
<td></td>
<td>maxUnderwaterSpeed</td>
<td>The maximum speed the submarine can travel at, when submerged</td>
</tr>
<tr>
<td>Submarines</td>
<td>maxDepth</td>
<td>The maximum depth at which the submarine can navigate and operate, without the risk of structural damages</td>
</tr>
<tr>
<td></td>
<td>maxVerticalVelocity</td>
<td>The maximum vertical velocity of the submarine</td>
</tr>
</tbody>
</table>

Table 4.6: Common Agent Type Performance Elements

Table 4.7: Specific Agent Type Performance Elements

- **Payload layout.** Payload layout includes information regarding each payload station, specifically its location (in relation to the aircraft’s center), dimensions and maximum cargo it can transport. This information will later be used in the team definition process as restrictions to the cargo or sensors each payload may contain – see section 4.3.2.

Figure 4.17 shows the definition of the `agentType` element in a graphical notation.

\(^4\)An aircraft is considered to be flying a straight and level flight when it maintains both altitude and heading, thus describing a straight line.
4.3 Team Description Language

In this section, an overview of TDL is given. The TDL file allows for the description of any number of teams. Each team has a unique identifier and contains several elements, such as the bases of operations \( U = \{ u_1, u_2, \ldots, u_n \} \in B \) it can use, additional no fly areas \( A = \{ a_1, a_2, \ldots, a_m \} \), and the description of all vehicles \( V = \{ v_1, v_2, \ldots, v_m \} \) composing the team – see Eq. 4.4.

\[
\text{TeamID} = (\text{Name}, \text{Description}, \text{History}, \text{Purposes}, \text{Mobility}, \text{ContactPerson}, A, U, V)
\]

\[ A = \{ \text{Area} \} \]

\[ U = \{ \text{UsableBaseOfOperations} \} \]

\[ V = \{ \text{Agent} \} \]

It is important to notice that TDL is intended to solely specify team composition and operational constraints; all other information, namely related to team organization, hierarchy, behavior, and others, are specified at the mission level, using MDL.

Table 4.8 describes the contents of the team element in more detail.

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>The name of the team</td>
</tr>
<tr>
<td>description</td>
<td>Textual description of the team and its capabilities</td>
</tr>
<tr>
<td>history</td>
<td>Description of the team's history; it may include information regarding past missions, team composition through time or any other information</td>
</tr>
<tr>
<td>purposes</td>
<td>Describes the purposes of the team, such as the type of missions it was designed to perform, or is capable of performing</td>
</tr>
<tr>
<td>mobility</td>
<td>Indicates the aggregated mobility of the team (the definition of this element is the same as presented above)</td>
</tr>
<tr>
<td>contactPerson</td>
<td>Information regarding the person of contact for the team; the definition of this element is the same as for the base of operations</td>
</tr>
<tr>
<td>additionalNoFlyAreas</td>
<td>This element contains a list of area elements, with the same definition as shown above (see section 4.2.5), that indicates additional areas the specified team cannot navigate through (even though other teams might be able to). As such, the specific team cannot navigate through both the areas specified in SDL and in TDL, ( N \cup A )</td>
</tr>
</tbody>
</table>
4.3 Team Description Language

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>usableBaseOfOperations</td>
<td>This element contains a list of references to the identifier of the base of operations, as defined in the SDL file (see section 4.2.1), and indicates which bases can be used by the team.</td>
</tr>
<tr>
<td>agent</td>
<td>Contains a description of each vehicle that composes the team. This element is detailed below</td>
</tr>
</tbody>
</table>

Table 4.8: Team Element Definition

4.3.1 Agents

This section of the team description file contains the key element of the team – the list of vehicles that compose the team, each containing the following information, in addition to a unique identifier, and as graphically shown in Figure 4.18:

- **agentTypeID**. This attribute \( \text{agentTypeID} \in T \) references the vehicle type identifier, as defined in section 4.2.7
- **name**. The name by which the vehicle is known within the team
- **description**. A textual description of the vehicle, and its foremost capabilities
- **initialLocation**. The initial location of an aircraft is given by the identifier \( b \in U \) of a base of operations, the identifier of a parking space, hangar, helipad or utility location within the airport of the base of operations \( b \), and the direction the aircraft is facing. For boats or submarines, the location will refer to a specific berth or utility within the port of the base of operations. For cars, the location will refer to a parking space, a garage or utility within the ground base of the base of operations
- **state**. Vehicle status includes information regarding the amount of fuel the vehicle has (or the battery level, in case the vehicle is electric), as well as several elements depending on the vehicle type, as can be seen in Table 4.9

<table>
<thead>
<tr>
<th>Vehicle Type</th>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft</td>
<td>lights</td>
<td>This element has a set of boolean attributes that indicate which lights of the aircraft are turned on. Aircraft lights include cabin, logo, wing, recognition, panel, strobe, taxi, landing, beacon and nav.</td>
</tr>
<tr>
<td></td>
<td>doorsOpen</td>
<td>This boolean element indicates whether or not the doors are opened</td>
</tr>
<tr>
<td></td>
<td>gearDown</td>
<td>This boolean element indicates whether or not the landing gear is down</td>
</tr>
<tr>
<td></td>
<td>flapsHandlePosition</td>
<td>This element represents the position of the flaps handle (most aircrafts have three to four possible positions for the flaps)</td>
</tr>
<tr>
<td></td>
<td>rudder</td>
<td>Represents the angle of the rudder surface in respect to the plane’s longitudinal axis</td>
</tr>
<tr>
<td>Vehicle Type</td>
<td>Element</td>
<td>Description</td>
</tr>
<tr>
<td>------------</td>
<td>------------------</td>
<td>------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Aircraft</td>
<td>aileron</td>
<td>Represents the angle of the aileron surfaces, considering a right roll effect as the positive value</td>
</tr>
<tr>
<td></td>
<td>elevator</td>
<td>Represents the angle of the elevator surface, in respect to the aircraft’s horizontal plane</td>
</tr>
<tr>
<td>Cars</td>
<td>lights</td>
<td>This element has a set of boolean attributes that indicate which lights of the car are turned on. Car lights include cabin, frontal and rear left and right lights</td>
</tr>
<tr>
<td></td>
<td>doorsOpen</td>
<td>Indicates whether or not the doors are opened</td>
</tr>
<tr>
<td></td>
<td>equivalentWheelTurnAngle</td>
<td>Represents the equivalent (combined) turn angle of the wheels, in respect to the front of the car.</td>
</tr>
<tr>
<td>Boats</td>
<td>lights</td>
<td>This element has a set of boolean attributes that indicate which lights of the boat are turned on. Boat lights include cabin, top of the mast, stern, side lights, towing, all around light and strobe</td>
</tr>
<tr>
<td></td>
<td>anchor</td>
<td>This optional element indicates how much anchor line is being used; if the boat has an anchor but is not anchored, this value will be 0</td>
</tr>
<tr>
<td></td>
<td>rudder</td>
<td>This optional element represents the angle of the rudder surface in respect to the boat’s longitudinal axis</td>
</tr>
<tr>
<td></td>
<td>equivalentEngineAngle</td>
<td>Represents the equivalent (combined) engine turn angle, in respect to the rear of the boat (the direction in which the thrust will occur)</td>
</tr>
<tr>
<td>Submarines</td>
<td>lights</td>
<td>This element has a set of boolean attributes that indicate which lights of the submarine are turned on. Submarine lights include cabin, rudder, port, starboard, bow and strobe</td>
</tr>
<tr>
<td></td>
<td>anchor</td>
<td>Same definition as above</td>
</tr>
<tr>
<td></td>
<td>rudder</td>
<td>Same definition as above</td>
</tr>
<tr>
<td></td>
<td>seaplane</td>
<td>This optional element represents the angle of the seaplane surface in respect to the submarine’s horizontal plane</td>
</tr>
<tr>
<td></td>
<td>equivalentEngineAngle</td>
<td>Represents the equivalent (combined) engine turn angle, along the horizontal plane, in respect to the rear of the boat (the direction in which the thrust will occur)</td>
</tr>
<tr>
<td></td>
<td>equivalentEnginePitch</td>
<td>Represents the equivalent (combined) engine turn angle, along the vertical plane, in respect to the rear of the boat (the direction in which the thrust will occur)</td>
</tr>
</tbody>
</table>

Table 4.9: Specific Agent State Elements

- `realAgent`. Real vehicle information includes communication parameters and ATC-related information. Communication parameters include the vehicle control frequency, as well as the active and standby communication frequencies (when an actual vehicle is being used, these values are also used to configure the external module wrapper with the frequencies used to communicate with the vehicle). ATC information includes a call sign (the name by
which the vehicle responds), as well as some information that varies according to vehicle type, as shown in Table 4.10

<table>
<thead>
<tr>
<th>Vehicle Type</th>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft</td>
<td>tailNumber</td>
<td>The tail number is the registration code of the aircraft, the equivalent to a license plate</td>
</tr>
<tr>
<td></td>
<td>name</td>
<td>Name of the aircraft</td>
</tr>
<tr>
<td>Cars</td>
<td>VIN</td>
<td>The Vehicle Identification Number of the ground vehicle</td>
</tr>
<tr>
<td></td>
<td>plate</td>
<td>The license plate</td>
</tr>
<tr>
<td>Boats and Submarines</td>
<td>hullNumberIMO</td>
<td>The hull number or International Maritime Organization (IMO) registration number for the vessel</td>
</tr>
<tr>
<td></td>
<td>name</td>
<td>Name of the vessel</td>
</tr>
</tbody>
</table>

Table 4.10: Specific Real Agent Registration Elements

- **simulatedAgent**. Simulated vehicle information provides information regarding the simulated counterpart of the vehicle, and includes the vehicle’s tail number (which is necessary to instantiate the vehicle in the simulation platform), which should be the same as the one specified for the real vehicle, and may not be repeated within the simulator.

- **payload**. Specifies the contents of each payload station, as detailed below

![Figure 4.18: Agent Element Definition](image)

### 4.3.2 Payloads

For each payload station identified in the vehicle type $agentTypeID \in T$ definition (see section 4.2.7), the details about the sensors it carries and/or cargo it transports are provided, as can be seen in Fig. 4.19.
Sensor definition includes the sensor type (temperature sensor, carbon dioxide (CO₂) detector, carbon monoxide (CO) detector, infrared or visible wavelength spectrum camera, and so on), its dimensions (specified as the dimensions for the three-dimensional bounding box for the sensor equipment), weight, operational requirements (details such as temperature or humidity ranges, voltage and current specifications, or power consumption can be specified in this element) and any other specifications details one might want to add (such as the accuracy of the sensor, its response time, the range of detected values, or the output definition).

The payload station can also contain cargo, in which case the type and quantity of such cargo are indicated (for instance, 350 liters of fire retardant).

4.4 Disturbance Description Language

In this section, a full overview of the Disturbance Description Language (DDL) is given, and each of its elements detailed. As previously stated, this dialect is intended to describe any element within the environment that can be considered out of the ordinary, and that, for that reason, requires some sort of action from the team of vehicles. The root element of a DDL file is the disturbances element, which may contain any number of disturbances, \( D = \{d_1, d_2, \cdots, d_n\} \). Each disturbance has a unique identifier, an indication of the type of disturbance being described (including fire, person, vehicle, hydrothermal vent and pollution focus) and a designation, as well as location, availability, mobility and component configuration. Each of the latter four elements is the focus of a more in-depth analysis below. Equation 4.5 shows the root element of the DDL file, disturbances, and its definition, and Fig. 4.20 shows the definition of disturbances in a graphical notation.

\[
\text{Disturbances} = \{\text{Disturbance}\}
\]
\[
\text{Disturbance} = \left(\text{id, type, denomination, Location, Availability, Mobility, \{Component\}^{1+}}\right)
\]

(4.5)
4.4 Disturbance Description Language

4.4.1 Location

Location specifies the initial physical placing of the disturbance. Disturbances can be created in a specific or at a random location. In the first case, the coordinates of the initial location must be provided (by specifying the latitude, longitude and altitude of the location); in the second case, an area must be specified, so that the disturbance can be created at a random location within that area. The definition of the area element is the same as presented above, in section 4.2.5.

4.4.2 Availability

Availability specifies the temporal existence of the disturbance. Disturbances can have a scheduled or random start. In the first case, a specific point in time is indicated; this can be defined as either a timestamp, or a duration (a temporal offset, counting from simulation start). In the case of a random start, a time period is indicated by two values – start and end times (again, using either absolute timestamps or durations, counting from simulation start).

The end of a disturbance can be scheduled to occur at a specific point in time, at any point during a specified time interval (random), or it can be unspecified. In the first two cases (scheduled or random end), the definition follows the same rules as for the disturbance start. In the last case, the disturbance may not have an end (as in the case of hydrothermal vents, for instance), or it can be determined by other factors, such as mobility or size growth pattern. The end of a disturbance may also be dependent on other external factors, such as the weather or the actions of the team of vehicles. For instance, in the case of a fire, it ends only when extinguished, either by environmental factors, such as rain, or by the actions of the vehicles within the environment.
Figure 4.21 shows the \textit{distAvailability} element in a graphical notation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{distAvailability.png}
\caption{Disturbance Availability}
\end{figure}

\section*{4.4.3 Mobility}

Mobility describes how a disturbance moves through the scenery over time. Considered mobility patterns include general heading, random motion, specified path following and motion according to the wind (in addition to stationary disturbances, which do not move over time). In each of the cases, a different set of parameters are specified, as can be seen in Fig. 4.22:

\begin{itemize}
  \item \textbf{General heading}. In case of a general heading mobility type, the desired heading must be specified, as well as a randomness factor, specified by the maximum heading variation and the distribution of the variation (considered distributions include uniform, triangular or normal). Heading variation is measured in degrees, and is applied to both the right and left sides of the defined general heading. For instance, a disturbance can be specified as moving West ($270^\circ$), with a uniform variation of $15^\circ$, which means that it moves in the $[255 - 285]^\circ$ heading interval.

  \item \textbf{Random}. In case of a random motion pattern, the maximum heading variation must be indicated as well as the time period it applies to (for instance, a maximum variation of $30^\circ$ per hour can be specified).

  \item \textbf{Path}. If a predefined path should be followed by the disturbance (as can be the case of a vehicle or person), the path must be specified as an ordered set of coordinates.

  \item \textbf{Wind}. If the disturbance moves in accordance to the wind, there is no need for additional parameters, as motion will be determined by the simulation platform according to environmental conditions.
\end{itemize}

If the disturbance is not stationary, the speed at which it moves must also be specified in addition to the motion pattern and respective parameters. Speed can be constant, or it can vary according to a number of factors, such as time or location. For simplification purposes, a number of predetermined generic functions (including linear, polynomial, exponential, logarithmic, sinusoidal, and others) are available for customization, through a series of coefficients, to describe
how speed varies, as shown in Table 4.11. In the four last examples, $C_1$ and $C_2$ control the vertical and horizontal displacement of the function, respectively, while $C_3$ and $C_4$ control the horizontal and vertical stretching of the function. $V$ represents the variable the function depends on (such as time, latitude, longitude, altitude, among others). Also, the speed can be defined by branches, each branch delimited by values of $V$, and defined by an independent function.

A disturbance may also be limited to a given area, in which case the area is also specified (the area element definition is the same as presented above in section 4.4.1).

One point to have in consideration is the relation between speed and size (detailed below). For instance, in the case of a fire, it usually moves according to the direction of the wind (in addition to factors such as soil composition, density and flammability, terrain elevation profile, and many others). However, since the fire also grows, the center of the fire, which is the point considered in motion, moves only about half of the distance of the front of the fire; this has to be factored in, when specifying the coefficients for motion speed.

<table>
<thead>
<tr>
<th>Motion Speed Pattern</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>linear</td>
<td>$C_2V + C_1$</td>
</tr>
<tr>
<td>polynomial</td>
<td>$C_2V^{n-1} + \cdots + C_3V^2 + C_2V + C_1$</td>
</tr>
<tr>
<td>exponential</td>
<td>$C_2V^{n-1} + C_1$</td>
</tr>
<tr>
<td>logarithmic</td>
<td>$\log_{C_2}(C_3V + C_2) + C_1$</td>
</tr>
<tr>
<td>root</td>
<td>$C_3 \sqrt[3]{C_3V + C_2} + C_1$</td>
</tr>
<tr>
<td>sinusoidal</td>
<td>$C_4 \cos(C_3V + C_2) + C_1$</td>
</tr>
</tbody>
</table>

Table 4.11: Example Disturbance Speed Patterns
4.4.4 Components

This section of the DDL file contains the various possible components of a disturbance, and their unique characteristics. These components represent different aspects of a disturbance – for instance, a fire can have a visual component, a temperature component and a CO$_2$ component, each with its own size, growth or dispersion patterns, and each requiring distinct sensors to be detected. Figure 4.23 shows the definition of the *component* element.

![Diagram of Component Element]

Figure 4.23: Components of a Disturbance

The *simRepresentation* element identifies a possible representation of the component within the visual simulation platform. It is comprised of the type of object that represents it (be it a vehicle, a person or a visual effect), and the title of the object (which uniquely identifies an object or a visual effect within the simulator).

The *medium* element identifies (through its four boolean attributes – land, air, water and underwater) where the presence of the component can be detected, and which type of vehicles can be used in the detection (ground vehicles, aircraft, boats and/or submarines).

The *distSize* element contains a description of how the disturbance’s size changes over time. It is comprised of the initial size, optional minimum and maximum sizes, and the growth section, which contains the description of how size changes over time. Alternatively, a predefined dispersion model can be specified for the component – see Fig. 4.24. The initial size defines the size and shape of the disturbance when it first appears. The minimum and maximum size elements, if present, indicate, as the name implies, the limit sizes for the disturbance component. When present, these specifications will be used to determine component size, in addition to growth or dispersion definition. The growth section details size or dispersion model, again using a number of predetermined generic functions and coefficients to customize those functions (with variables such as distance from center of the disturbance being considered in the case of dispersion model). In the case of dispersion, an external dispersion model can be specified as an alternative. There is a variety of dispersion models that can be used, such as AERMOD [Cimorelli et al., 2004], CALPUFF [Scire et al., 2000], BLP [Schulman & Scire, 1980] or OCD [DiCristofaro & Hanna, 1989], among many others. These models are used by governmental and
non-governmental agencies to predict and simulate the dispersion of certain elements in the atmosphere or in the water.

Finally, the list of sensors that can be used in the detection of the specific component of the disturbance contains the identification of sensor type. This sensor type can also be found in the team definition, when listing the sensors each vehicle is equipped with (see section 4.3.2). This information will later be used to match the vehicles that can detect each disturbance.

4.5 Mission Description Language

In this section, a full overview of the Mission Description Language (MDL) is given, and each of its elements detailed. In the context of this work, a mission can be described as a task or set of tasks that should be performed by a team of vehicles. It is comprised of a denomination, a description, and a set of phases, as well as an indication of the team that should perform the mission, as shown in Eq. 4.6 and depicted in Fig. 4.25.

\[
\text{Mission} = \left\langle \text{team}, \text{denomination}, \text{description}, \{\text{Phase}\}^{1+} \right\rangle
\]  

(4.6)

Each phase of the mission has a unique identifier and several other elements (phase type, denomination, description, areas, requirements, tips and targets), as can be seen in Eq. 4.7, and represented graphically in Fig. 4.26.
Phase\textsubscript{ID} = \langle \text{type}, \text{denomination}, \text{description}, \{\text{Area}\}, \text{Requirements}, \text{Tips}, \{\text{Target}\}^{1+} \rangle \quad (4.7)

The type of phase (\textit{phaseType} attribute) determines the order and priority of phase execution. There are three phase types – base, conditional and extra. Base phases are to be performed when the mission is sent to the team. Conditional phases are to be performed only when certain conditions are met, namely when one or more of the other phases have already been performed (more information regarding conditional phases can be found below). Finally, extra phases are phases with a low priority, that are to be executed either on their own, or after the
execution of some other phase(s); these extra phases, however, are only performed when there are enough resources available, considering that base and conditional phases have higher priority regarding the use of team resources.

Each phase has its own denomination and description, as well as a set of areas of action. These areas specify the geographical areas where the phase will take place. For instance, in the case of a mission with a phase that involves the search for a forest fire, the area would specify the forest area where the search would be performed. Vehicles, however, are still subject to mobility restrictions within this area, if no-fly areas have been specified in either the SDL or TDL files, that intersect the areas of the mission phase. The definition of the *area* element is the same as already presented above (see section 4.2.5).

### 4.5.1 Phase Requirements

Phase requirements represent hard constraints, that have to be met in order for the phase to be performed. There are three types of requirements, as can be seen in Fig. 4.27:

- **Predecessors.** If present, these requirements specify the phase or phases that have to be performed before the current phase can be executed. The *startOn* attribute can take the
values *One or All*, which means that the phase will be executed either when one or all of the targets of the predecessor mission has been accomplished, respectively. The *execute* attribute can take the values *Once* or *ForEach*, which means that the current phase will be executed only once or every time a target of the predecessor phase has been accomplished, respectively.

- **Temporal.** If present, this requirement indicates the maximum amount of time the team has to perform the phase. The *timeout* element, similarly to what was presented in the disturbance availability (section 4.4.2), can be specified using an absolute time or a relative time duration, counting from simulation start.

- **Assets.** If present, these requirements indicate the assets that must be available for the phase to be performed. There are four asset types that can be specified – vehicle category, vehicle type, sensor and cargo. Vehicle category (aircraft, car, boat or submarine) specification includes the category and minimum and maximum values (for instance, between two and four aircraft). Vehicle type (as defined in the SDL file – see section 4.2.7) definition includes the reference to the specific vehicle type as well as minimum and maximum number of vehicles of such type. Sensor definition includes the sensor type (as defined in the TDL file, when specifying the team of vehicles – see section 4.3.2), as well as minimum and maximum number of sensors of the specified type. Finally cargo definition includes the type of cargo (as defined in the TDL file also), as well as minimum and maximum quantities of the cargo type.

### 4.5.2 Phase Tips

Phase tips represent soft constraints, that should (but do not necessarily have to) be met during phase execution. Phase tips are of five types, as depicted in Fig. 4.28:

- **Assets.** Presenting the same definition as above, for phase requirements, this allows desirable assets to be specified.
• **Formation.** This section of the phase tips allows for the definition of one or more formations for the team. A formation is the physical distribution of vehicles, and it is assumed that motion is to be performed in a synchronized manner, as to maintain the physical arrangement. Formations can be specified using two distinct formats:

  - **Leader and Followers.** This specification method involves the definition of a leader for the formation, which can be either a vehicle, or the mass center of all vehicles. The position of each of the following vehicles is specified as a position relative to one of the previously specified positions, be it the leader or one of the followers, as depicted in Fig. 4.29.


```
Figure 4.29: Formation Specification with Leader and Followers
```

  - **Grid.** This specification method involves the definition of occupancy levels for cells over a grid-divided space. First, vertical layers are specified, each layer defined by an altitude/depth level and the altitude variation (the layer spans from \( altitude - variation \) to \( altitude + variation \)). For each vertical layer, a set of frontal layers are specified. Frontal layers are layers perpendicular to the direction of movement, and specified by the frontal deviation (in respect to the front, back or center of the formation grid) and variation. For each strip of space defined by the intersection of the vertical and frontal layers, side layers are specified. Side layers are the division of space in layers parallel to the direction of movement, and specified by the lateral deviation (in respect to the left, right or center of the formation grid) and variation. In each of the specified cells, the occupancy levels are defined, using the \( targetDensity \) attribute, which defines the percentage of vehicles that should occupy the specific cell. Also, the minimum and maximum number of vehicles present in each cell can be specified. Figure 4.30 shows
the definition of formation using a grid representation in a graphical notation and Fig 4.31 shows a visual example of space grid division.

- **Search Pattern.** This element, if present, specifies the preferred method of search (assuming that the phase involves searching for a target). Several predetermined search patterns can be specified, including spiral (inwards or outwards), parallel search, grid search, and others. The best search strategy for a given scenario depends on several factors, such as the size and shape of the search area, the nature of the search object, weather conditions, sensor range and accuracy, among others.

- **Search Area Division Method.** This element, when present, specifies how the search area should be divided among the several vehicles performing the search. Some methods can be specified, including single, quadrant and dynamic. The single value specifies that the area should not be divided, and that the vehicle or vehicles performing the search should all operate on the determined areas. The quadrant and dynamic methods specify other division methods, the first with a static division of the search area into smaller areas, and the second providing a dynamic division method, according to the number of vehicles performing the search, their location and capabilities (in terms of speed of search and sensors, for instance).

- **Strategy.** In this context, a strategy is considered to be a set of tactics (each tactic can be defined as a set of actions), each with a set of activation conditions. The activation conditions can be combined, using the conjunction and disjunction operators, as depicted in Fig. 4.33.

Several triggers can be specified, including when a vehicle enters or leaves a determined area, when it is within a certain distance of the target, when it reaches a certain altitude (in
the case of aircraft), or depending on environmental conditions (wind, rain, type of terrain), or even when a goal is achieved (for instance, when a target is found or reached). The several kinds of triggers imply a variety of elements that need to exist to specify its varying parameters, as can be seen in Fig 4.33. For instance, when the trigger is a vehicle entering or leaving an area, the area must be specified. If the trigger depends on weather conditions, such as the speed of the wind, both the wind speed and a comparer (equal, greater or less than) must be specified.

Several actions can also be included in the activated tactic, such as a change in the search pattern, or in the search area division method. A new formation can be specified, using an identifier for a formation, as defined above. Also, an asset can be removed from or added to the set of assets being used in the current phase.
4.5.3 Phase Targets

Each phase may contain one or more targets, each target specifying an objective. Each target has a unique identifier and several elements, as can be seen in Fig. 4.34.

The *from* attribute allows for a target to be specified as an inherited target, from a previous phase. For instance, if the mission consists in detecting and putting out a forest fire, the first phase would consist of detecting the fire, and the second phase would consist on dropping water or fire retardant onto the detected fire. The second phase can only be executed when the first phase succeeds; this is accomplished by defining the phase as a conditional phase and specifying the first phase as a predecessor; assuming that more than one fire may be detected, the second phase would have the values of ‘One’ and ‘ForEach’ for the *startOn* and *execute* attributes, respectively (see section 4.5.1); the target for the second phase is only determined during mission execution, and as such it must be inherited from the first phase.

The *disturbanceType* attribute indicates what kind of disturbance is being used as a target (as
specified in section 4.4), and the \textit{targetAction} attribute specifies the type of phase (action to be performed). Examples of actions include Detect (which is used in standard searches, as can be the case of a search for a possible forest fire), Detect Origin (which can be used to detect the source of a pollution cloud, using for instance a gradient search method), Follow (used to follow a mobile target, as can be the case of a vehicle) or Measure (used only to measure values of some sort, as can be the case of chemical concentrations).

The \textit{medium} element, which has the same definition as already presented above, defines where the target can be located, and which type of vehicles can be used to interact with it.

The \textit{multiplicity} element contains two attributes that specify the minimum and maximum occurrences of the target. For instance, and considering the forest fire search example, there is no certainty about the existence of a fire (and therefore, the minimum number of occurrences will be zero), but there is also no limit on the number of fires that may exist (in which case the maximum number of occurrences may be $\text{MAX\_INT}$).

The \textit{targetMobility} element specifies the mobility type for the target (stationary or mobile), and the growth type (fixed, variable or spread). Both mobility and growth types are just an indication of the most likely behavior of the target (and can, most of the times, be inferred from the
As such, there is no detailed specification of either mobility or growth (these are only present in the disturbances description file, as described above).

The lastSeen element, when present, indicates that the target has been reported in sight, usually by an external agent (when considering multiple missions, it can also be an indication from the previously executed mission). This element contains the time and location of the sight, as well as the confidence level on the observation. Additionally, if the target is mobile, both heading and speed of the target at the time of sight can be specified. Also, if the target has a variable size, the size of the target at the time of the sight can also be specified.

Finally, the requiredSensors and requiredCargo elements define the necessary sensors to detect the target, and the cargo that should be used in the action (for instance, and returning to the forest fire example, the second phase would require a cargo of water or fire retardant to be specified).

### 4.6 Conclusions

This chapter detailed the implementation of the four developed languages, for scenario, teams, disturbances and missions description.

These languages have been classified according to their category – static or dynamic. The static category includes the scenario and team definition, while the dynamic category includes the disturbances and mission definition. Furthermore, the orientation of the languages towards scenario or team was also used within each category – both scenario and disturbances definitions are considered to be scenario-oriented, while both team and mission definitions are considered team-oriented.

The scenario description includes a detailed description of the physical scenario in which the mission will take place, as well as several static and control structures. In detail, it includes a description of the available facilities (bases of operations, which may contain an airport, port and/or ground base); the no-fly areas that all teams and vehicles must stay clear of; traffic controllers that may control traffic in a centralized manner in restricted areas; and the vehicle types that exist in the simulation.

The team description contains some generic information regarding the team, the composition of the team (the set of vehicles that compose the team, and their particular characteristics), and the list of facilities the team can use (referencing the bases of operations described in the scenario file). It may also include additional team-specific no-fly areas.

The disturbances description includes a detailed description of each disturbance that exists in the environment, including its initial location and mobility pattern, its temporal availability, and several possible components for the disturbance, each with its own size evolution pattern and detection requirements.

Finally, the mission description contains a list of mission phases, each including the physical areas in which it will take place, a set of possible hard and soft constraints (corresponding to requirements and tips for the mission execution, respectively), as well as a description of the
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targets for each phase. The execution of a phase may depend on the successful completion of a previous phase, and the targets may be inherited from those phases.

The four languages were implemented as XML dialects. This fact implicitly endows the languages with several desired characteristics:

- **Readability.** The languages can be easily interpreted by both humans and machines. Since a XML document contains not only the data necessary to describe all intended entities, but also the meta-data associated with it, every piece of data can be easily interpreted. This contrasts with textual representations such as those found in [Peel, 2001] or [Peel, 2009] for the description of airports, that focus on maintaining a low file size, and easing file interpretation by machines.

- **Extensibility.** XML dialects can easily be extended, simply by changing the definition of one or a few elements. By using an automated tool (the XML Schema Definition Tool [Microsoft Corporation, 2010]) to convert the Schema definition into classes usable by the various platform components, these extensions can be mapped into the platform in a relatively fast and easy manner.

- **Data validation.** By using a Schema for each dialect, several validations can be automatically performed by the application when reading the XML file, including structure, data types and values or identifier references, among others. This requires less code to be produced for data validation, thus decreasing both time and effort implementing such validations.

- **System-independence.** Being textual files, XML documents can be easily read by any application in any operating system. Also, more and more programming languages now have some programming interface that provides high-level functionalities for XML documents, including reading and writing operations, validation against a given Schema, mapping to a representation more suited for the language in question, and several editing functionalities.

The current definition of the four dialects includes all entities originally intended to be represented in the languages. Some of these entities were represented with a higher level of abstraction, even though some more detailed descriptions could be included (some examples are listed below).

Even though it seems that all these specifications would take too long to configure for each simulation session (and configuration time being one factor to account for in platforms such as this [Mackenzie & Arkin, 1998]), one has to consider that both SDL and TDL, being classified as static, will rarely change after the initial specification. Thus, both scenario and team configuration are usually only performed once, for the first simulation, and then only when changes are made to either the environment (such as adding a new base of operations, or a new no-fly area) or the team (such as adding a new vehicle, removing an existing one, or editing the bases of operations the team can make use of). Also, a mechanism can be added to the platform so that the state of a team after completing a mission is saved into a new TDL file for future use, thus accounting for a new spacial location of the vehicles, as well as differences in resources (such as fuel or cargo), and
also possible failures. This facilitates team reuse without requiring the operator to specify another TDL file. Also, the DDL and MDL files (or part of them) can be easily reused from mission to mission, considering that most teams will be used for similar missions.

The TDL definition foresees the possibility of specifying more than one team to operate within the defined scenario. This can be used, along with the team attribute in the mission specification, to define different missions for different teams, thus generating a more complex environment (with vehicles from other teams operating on the same environment), and opens the way for the specification of missions that will lead to a competitive behavior among teams.

As mentioned above, some specific extensions have been identified in the language specifications, such as:

- GML could be used to describe areas (no-fly areas and controller areas) in more detail – see section 4.2.5. Even though controller areas and no-fly areas are expressed as either a polygon or a circle, with lower and upper altitude limits (which corresponds to how these areas are usually defined in the real world [FAA, 2010b]), a generalization could be made, as to express other geometrical forms, or even area composition (for instance, applying boolean operations to areas); GML could also be used in the specification of a path (when a disturbance has a motion with a predetermined path);

- The X3D dialect could be used for describing in detail the payload areas and sensor dimensions (or even the rough external aspect of the vehicles, as well as initial, maximum and minimum sizes of disturbances) [Web3D Consortium, 2008]. Even though the information contained in the language definition is enough for the purposes of this simulation platform, a more detailed description of the geometry of payload areas and cargo could help automate the process of matching sensors to payloads, thus avoiding this manual process, and leaving the work to packing heuristics [Allen et al., 2009];

- SensorML [OGC, 2007b] could be used to describe the details of the sensors that each agent is equipped with, thus allowing for higher interoperability [Aloisio et al., 2006]; Its use in the specification of the sensors required to detect a given disturbance component could also help bring the simulation of sensor readings and functionality closer to reality;

- AIXM could have been used in the description of some aeronautical structures, namely within the airport structure definition [Brunk & Porosnicu, 2005];

- MathML could be used in the specification of speed, size and growth / dispersion patterns of disturbances instead of (or in addition to) the use of a set of predetermined function types and corresponding coefficients to express these elements [W3C, 2009]; Even though such specification using MathML would imply a higher complexity, it would also allow for a much more flexible definition of such elements, not being limited to the available functions.

However, a decision was made not to implement these features on the short term (instead using simplified versions of several concepts from these dialects), mainly due to two reasons: on the
one hand, it would represent a level of detail that was not intended in the languages; on the other
hand, small tools can be easily developed to make the conversion between dialects (or the language
definitions can be changed, as to allow both forms of element definition).

By using the Control Panel (described in section 5.2), it is possible to create and edit files ac-
cording to these specifications, and send the necessary information to the proper platform compo-
nents (as described in section 3.2.2). The following chapter describes some of the main platform
components, including the Control Panel, with brief explanations on how they make use of the
configuration files described in this chapter.
Chapter 5

Platform Main Components

This chapter describes the main components that make up the developed platform – Simulator, Control Panel, Disturbances Manager, Monitoring, Logging and Performance Analysis Tools. The ATC Agent and the Vehicle Control Agent, along with the Agent Communication Platform are discussed in the following chapter.

5.1 Simulator

As mentioned before, the central module of the proposed platform is the visual simulator, which should be as realistic as possible, for the simulation of environment and vehicles. This chapter presents the simulation environment in more detail, starting with the selection process that led to the choice of FSX. Then, some possibilities of the simulator are analyzed. Finally, some operational decisions and adaptations made to the simulator are presented.

5.1.1 Platform Choice

The main focus of the analysis of existing platforms was given to flight simulators. This option was made based on two main reasons – first, since a fluid environment can be considered as the most difficult one to simulate, and given that the simulator should be able to simulate vehicles moving through air, land and water, the focus was given to simulators that can simulate a fluid atmosphere; second, since several of the applications foreseen for the platform under development make use of aerial vehicles (and only a few can be performed using exclusively water vehicles), flight simulators were preferred in the analysis (also, these simulators exist in larger number and are usually easier to adapt to other vehicles).

The requirements for choosing a simulation platform such as the ones under consideration can vary according to the goals of the project. For instance, in [Alexander et al., 2005], the authors analyze the requirements for a simulator to be used in military scenario training. Factors such as
fidelity (how well the simulator emulates the real world), immersion (the degree in which an individual feels absorbed by the experience), presence (the subjective experience of actually existing within the computer-mediated environment) and buy-in (the degree to which a person recognizes the experience or event to be useful for training) are considered. In [Craighead et al., 2007], the authors present a comparison of several simulators, both open-source and proprietary, capable of simulating autonomous vehicles. This study, which includes the simulators presented below, considers factors such as physical fidelity (visual and audio simulation, mainly), functional fidelity (how well the simulator emulates the actual equipment), ease of development (evaluates how easy it is to adapt the simulator to new equipment, existing documentations and the languages that can be used) and cost (both monetary cost and in terms of ease of installation). In [Parodi et al., 2009], the authors analyze the necessary requirements for a simulator in a context of multi-vehicle cooperation, with the possibility of hardware-in-the-loop simulations. The authors evaluate the simulator according to seven categories: multi-vehicle simulation capabilities; inter-vehicle communication model; hardware-in-the-loop simulation; scenario coverage and object creation; environment phenomena; simulation of sensors; and distributed nature and 3D capabilities of the simulator.

In this work, and for a better organization of the analysis, the requirements for the simulation platform were divided into four main categories [Gimenes et al., 2008]:

- **Simulation Engine.** This category was considered the most important one in the analysis, since it pertains to the simulation engine itself. Some less elaborated simulators consider only the four basic vectors that compose a flight: lift, weight, drag and thrust. Drag and lift only exist when there is movement through a fluid, like air. In order to maintain an aircraft in a straight level flight, the lift is equal to weight and thrust is equal to drag [Schiff, 1971]. However, in real flight, an aircraft has to deal with numerous factors, not only pertaining to the aircraft itself, but also external, environmental factors. Aspects such as kinematics, physical simulation, weather simulation and influence on the flight dynamics (weather simulation is especially complex, because some common but not well know factors such as wind shear, turbulence, wind micro bursts, variations of density, pressure and temperature, possibly with severe variations inside clouds, should be taken into account by the weather simulation system), simulation cycle method and others were taken into account when analyzing the simulation platforms.

- **Graphics.** When analyzing game engines, one tends to concentrate on the graphical output of the simulator as the main metric for the analysis. However, in this analysis, this category was considered to be the least important one, since the visual aspect is not the most important factor in scientific simulation. It is, nevertheless, important to analyze the simulators considering this category, given that not only the level of visual detail, realism and attractiveness of the graphics is analyzed but also terrain elevation accuracy and representation, accurate representation of different places and seasons around the world, or even the scene vehicles density the simulator can render smoothly.
• **Fault Injection.** The firm safety requirements related with aviation require the studies of any kind of flight simulation to keep in mind failure considerations. Fault injection is a complex research line to reach a reliable and safe flight model in flight simulation. Basically, the fault injection module is a software module which interrupts the original inputs and outputs of the simulated aircraft. The corrupted inputs or outputs can be generated between the aircraft control (agent) and the flight simulator or the aircraft model and flight simulator (corresponding to failures in aircraft instruments or systems). The quantity of injected faults is a quality parameter of any fault injection method. This category considers the fault injection capabilities of the simulator, the possibility to force equipments, systems and indicators to fail, and the manner in which they do, including failure propagation in dependent systems (for instance, an engine failure should occur some time after a fault in the fuel pumps).

• **Openness.** A simulator is only useful if there is the possibility to interact with it. Hence, software openness is considered in this analysis as a very important category. It takes into consideration features such as the existence of an open API; data import/export protocols; what data is available from the simulator, and what data can be written to the simulator; the possibility to easily develop tools to interact with the simulator, reading and writing data. Existing documentation on possible API and protocols is also considered, as well as the programming languages that can be used.

As previously mentioned, some simulation platforms were analyzed, including some well-known flight simulators, such as X-Plane, FlightGear and Flight Simulator X, briefly described in section 2.2.2. In this section, some additional details are presented.

### 5.1.1.1 X-Plane

X-Plane uses a geometric approach to determine the flight dynamics: through a process known as blade element theory [Benini, 2004], the aircraft geometry is broken down into a finite number of elements; every simulation cycle, the forces acting on each of these elements are determined and summed for the entire aircraft; using the aircraft’s mass and moment of inertia, these forces are converted into accelerations, which in turn allow for the determination of velocities and positions. This method is more accurate than traditional lookup tables, and it allows the simulator to be used in the development of new vehicles, testing their aerodynamics performance. Also, X-Plane includes both subsonic and supersonic flight dynamics (as well as support for flying wings and fly-by-wire systems), and as such virtually any vehicle can be simulated. The weather simulation system is very exhaustive, and it also allows for real-time weather conditions to be downloaded and included in the simulation.

X-Plane’s scenery has a world-wide coverage, currently between 60 degrees South and 74 degrees North of latitude, featuring over 33,000 airports, and totaling over 60GB of scenery information data.
X-Plane has a detailed failure-modeling, with many systems (including instruments, engines, flight controls, control cables, antennae and landing gear) that can be set to fail, either manually or randomly.

X-Plane presents two forms of programmatic interaction: UDP sockets and plugins. Whilst the first method has sparse documentation, allowing for both data retrieval and publication, the second one is well documented, presenting a much wider range of interaction possibilities. Plugins are programs written in C or another binary-compatible language.

5.1.1.2 FlightGear

FlightGear includes three Flight Dynamics Models (FDM), also allowing for the addition of new models or even to interface with external ones. For instance, the Piccolo autopilot system, mentioned in section 2.2.3, has a very realistic simulation engine, simulating many of the forces involved in a flight, but does not present a graphical interface of its own – instead, data from Piccolo can be used directly as an input to a flight simulator such as FlightGear [Vaglienti et al., 2007]. The three default available models are JSBSim\(^1\) (an open source FDM written in C++ using XML configuration files to model aircraft mass, aerodynamic and flight control properties; it models the aerodynamic forces and moments by the classic coefficient buildup method [Berndt et al., 2008]), YASim (this FDM simulates the effect of the airflow on the different parts of an aircraft, in a similar approach to X-Plane; it is possible to perform the simulation based on geometry and mass information, combined with more commonly available performance numbers for an aircraft, which allows for quickly constructing a plausibly behaving aircraft that matches published performance numbers without requiring all the traditional aerodynamic test data) and UIUC (developed by the Applied Aerodynamics Group, Department of Aerospace Engineering, University of Illinois at Urbana-Champaign\(^2\), this FDM is based on NASA’s LaRCsim [Jackson, 1995], extending the code by allowing aircraft configuration files and by adding code for simulation of aircraft under icing conditions; it uses lookup tables to retrieve the component aerodynamic force and moment coefficients for an aircraft, using them to calculate the sum of forces and moments acting on the aircraft). The weather simulation system allows for real-world weather conditions to be downloaded and used, but the system works at a global level – local weather conditions are used in the entire world, and thus no local changes are available.

FlightGear features over 12GB of terrain information data, with over 20,000 real world airports represented.

FlightGear does not have a generic failure-modeling system. Many aircraft, however, have some failures modeled into them, and many instruments support failure modeling (although in various ways, from a technical point of view).

FlightGear provides a flexible interface, with several protocols that can be used to access internal variables, including serial port, file, or socket communication. The variables that are accessed can also be configured, through an XML file, thus making interaction with this simulator

---

\(^1\)More information available at [http://www.jsbsim.com/](http://www.jsbsim.com/)

\(^2\)More information available at [http://www.ae.uiuc.edu/m-selig/](http://www.ae.uiuc.edu/m-selig/)
very flexible and adaptable to specific user needs. There is, however, one major disadvantage in FlightGear, which is documentation – it is often insufficient and is scattered over the web, making it difficult for a developer to choose the appropriate protocol, and to learn its peculiarities.

5.1.1.3 Flight Simulator X

FSX uses a parametric approach (also known as behavioral simulation) for the flight model, using a set of parameters, which are completely independent of the visual model [Goodrick, 2000]. The weather simulation system is very comprehensive, also allowing for real-time weather conditions to be downloaded from the internet.

FSX features approximately 11GB of terrain information (including 38 high-detail cities), with more than 24,000 airports (including 45 high-detail airports). This version of Flight Simulator also includes the 'dynamic living world' feature, which includes several airport services (with a diverse range of vehicles, jetways and other features), auto traffic on highways, sea traffic (boats and ships, including aircraft carriers) on lakes and oceans, AI air traffic, and simple herds of livestock or wild animals, all contributing, along with the use of DirectX 10 technology, to an increased level of realism.

FSX, like X-Plane, also supports failure-modeling, featuring over 50 systems that can be set to fail, either manually or randomly.

FSX’s Deluxe version includes an SDK, featuring among other tools, the SimConnect API [Microsoft Corporation, 2008b]. SimConnect provides a flexible, powerful and robust client-server communications protocol that allows asynchronous access to hundreds of simulation variables and events. Some of these variables can only be read, but nearly two hundred can also be written to, and several hundred events can be sent to the simulator. There are also several dozens of functions to deal with the weather system, missions, in-game menus, AI objects, communication and data access and manipulation, among other useful features. It also includes extensive and comprehensive documentation, including several functional examples\(^3\). One advantage of SimConnect is that it allows the developer to choose the implementation language from a large set of possibilities, given that not only C/C++ is supported, but also any .Net-aware language. Also, an unofficial adaptation of the API to the Java language, called jSimConnect, is being developed, thus expanding even further language compatibilities\(^4\).

One of the peculiarities of FSX is the structured experiences system (or mission system), which allows regular users to have a different, interactive experience of flight, with measurable goals, other than to simply fly around from one airport to the next. FSX includes numerous missions, ranging from tutorials that teach the user how to fly an aircraft, to racing missions, simulating the Red Bull Air Race environment, as well as several transport or rescue operations, among others. The mission system allows for the definition of objects, areas, triggers and actions that can be linked to work together in an orchestrated manner, producing realistic, diverse and


\[^4\] More information available at [http://lc0277.nerim.net/jsimconnect/](http://lc0277.nerim.net/jsimconnect/)
complex missions. Microsoft has also already recognized the advantages of simulation in various business areas and the potential of these structured experiences, and is commercializing the engine behind FSX as an enterprise-oriented product, called ESP\(^5\).

### 5.1.1.4 Comparison and Choice

In what regards to the simulation engine, FlightGear is the most flexible one – it is equipped with three primary flight dynamics models and it supports the use of an external model, acting only as a visualization tool. X-Plane uses the geometric approach and also supports the use of an external FDM. FSX’s FDM uses the parametric approach (lookup tables). Although a geometric approach to the FDM is sometimes preferred, the underlying quality of an engine with a different approach can prove to be as close or even closer to reality – in a simple comparison between FSX and X-Plane by Stock [Stock, 2007], FSX’s engine emerges as more realistic. All three simulators are capable of recreating real-time weather conditions, by connecting to different servers around the globe that provide with the necessary data. X-Plane and FSX, however, seem to present more realistic and comprehensive weather simulation systems, when compared to FlightGear.

Concerning the graphical aspects, FlightGear, X-Plane and FSX all achieved a good score, each with its peculiarities (X-Plane, for instance, presenting the most detailed scenario, with an impressive dataset of terrain information for the entire world). FSX seems to overcome the lack of detail (parts of the scenery lack the accuracy of both terrain elevation model and textures) with a decent scenery auto-generation engine, and providing the airports with many vehicles that mimic real-world activity in an airport. There are many available scenery extensions, either commercially or free of charge, that provide a specific simulator with more accurate terrain elevation meshes, more detailed textures, sometimes even including buildings, bridges, and other structure. There are also other kinds of extensions, such as detailed models for airports, new vehicle models, AI traffic packages, sound effects, and even missions, in the case of FSX. These extensions exist in a wider variety and number for FSX than other simulators, most likely due to the long history of success of this simulator and the large existing fan base.

In relation to the fault injection aspects, X-Plane provides equipment failure for many systems (over thirty-five in the previously analyzed version, but more in the current release), and FSX allows failures in over fifty systems, sensors, instruments or other equipment. However, in both these simulators, there is no possibility to vary the manner in which these systems will manifest the failure.

On the subject of openness, all flight simulators offer expansion possibilities. FSX stands out in this category, with the SimConnect API, its extensive documentation, functional examples, and the possibility to choose the implementation language from a large set of possibilities.

The comparison of the three simulators is presented in Table 5.1

With the three simulators achieving similar global evaluation, the choice fell on FSX. This choice also took into consideration the mission system featured in FSX, given the possibilities it

\(^5\)More information available at [http://www.microsoft.com/esp/]
Table 5.1: Simulator Comparison Summary

<table>
<thead>
<tr>
<th>Engine</th>
<th>X-Plane</th>
<th>FlightGear</th>
<th>FSX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weather</td>
<td>FDM</td>
<td>3 Native + External</td>
<td>Parametric</td>
</tr>
<tr>
<td>Good</td>
<td>Local</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>Graphics</td>
<td>Terrain</td>
<td>60GB</td>
<td>12GB</td>
</tr>
<tr>
<td></td>
<td>Airports</td>
<td>33.000</td>
<td>20.000</td>
</tr>
<tr>
<td>Fault Injection</td>
<td>Yes, several</td>
<td>No, only aircraft specific</td>
<td>Yes, over 50</td>
</tr>
<tr>
<td>Openness Method</td>
<td>Yes, UDP + Plugins</td>
<td>Yes, very Flexible</td>
<td>Yes, SimConnect</td>
</tr>
<tr>
<td>Doc.</td>
<td>Good</td>
<td>Poor</td>
<td>Excelent</td>
</tr>
<tr>
<td>Extras</td>
<td>FAA-Certified</td>
<td>Open-source</td>
<td>Mission System</td>
</tr>
</tbody>
</table>

provided for this particular platform; the fact that the SimConnect environment kit allows not only
the manipulation of terrain, traffic or weather, but also of special effects, such as fire, explosions,
smoke and many others; and the large community of users developing new vehicles, and other
add-ons for this flight simulator.

The chosen environment can be categorized as partially observable (each aircraft can only
sense the environment surrounding it, and the sensors are subject to noise or malfunctions),
stochastic (the behavior of the aircraft is defined in the respective lookup tables, which could
be considered deterministic, but there are many external variables, which are not pre-defined, that
influence the final result), sequential, dynamic, continuous (the time component can be considered
discrete, since the simulation is based on cycles) and multi-agent, according to the categorization
described in section 2.1.2.

5.1.2 Simulator Possibilities and Applications

As previously mentioned, Microsoft Flight Simulator X has been used by researchers in sev-
eral projects, in diverse areas such as fluid dynamics [Kenny et al., 2008] or geographic databases
[Diehl et al., 2009], along with more traditional areas, more closely related to flight simulation
[de Farias et al., 2007] [Cantoni & Neto, 2008].

5.1.2.1 Simulation Limitations and Possible Solutions

One of the limitations of the simulator is that it only simulates a circular area with 200km of
radius, centered on the user aircraft (the user aircraft is the aircraft that the player controls). This
limitation, however, can be overcome by using more than one instance of the simulator and its
multi-player capabilities – by strategically placing user aircraft in different airfields on the different
instances of the simulator, the covered simulation area also increases. Figure 5.1 shows an example
of how two instances of FSX can be used to cover the entire continental area of Portugal – one
user aircraft is placed on the Viseu airfield (ICAO code LPVZ) and the other on the Beja Airbase
(ICAO code LPBJ).

The platform vehicles have to be created in the simulator that covers the vehicle’s initial lo-
location, and a handling protocol has to be created, as to transfer the vehicle from one simulator
instance to the other, when the vehicle moves outside the simulation radius of the first simulator. This situation, however, introduces difficulties in the operation of ATC Agents – if an ATC Agent is responsible for an area that is not fully covered by one simulator, it has to connect to more than one simulator, and manage the simultaneous connections and all the data received from the simulators. Similarly, most of the remaining components also need to be adapted to support this feature.

5.1.2.2 Emotional Feedback and Control

One of the applications of the simulator was shown in [Silva et al., 2009b]. The authors demonstrated that the simulator can be used, together with an emotional assessment tool (described in [Vinhoas, 2010]), to trigger and reflect emotional responses. Taking advantage of recent developments in fields such as sensor miniaturization, wireless communications and immersive simulation environments, the authors envisioned an integrated multimedia fully bidirectional interactive system where system’s parameters were directly changed accordingly to user’s emotional response. The real-time automatic emotion assessment achieved with low intrusion levels is of great importance for social robotics as it would surely potentiate both physical and ubiquitous interaction. Such system capability would provide the ability of generating intelligent environments that would fit the user’s emotional states [Kim et al., 2009].

By using this multimedia system, the authors were able to provide distinct practical scenarios to apply in several situations that range from traditional entertainment applications, through immersive realistic animations contextualized with user’s emotions, to therapeutic phobia treatment
– according to a poll by CNN and Gallup for the USA Today in March 2006, 27% of U.S. adults would be at least somewhat fearful of getting on an airplane [Stoller, 2006]. Several solutions are offered to treat this phobia, including medication, and some behavior therapies, including virtual reality solutions. These solutions are often used in conjunction with a more conventional form of therapy [Kahan et al., 2000] [da Costa et al., 2008]. One such example is Virtually Better, a clinic which offers several solutions based on virtual reality technology to support therapy in anxiety disorders [Rothbaum et al., 2006]. However, and despite having around fifty clinics worldwide – the majority located within the United States – it cannot offer its solutions to a very wide audience at an affordable cost. Some companies, such as Virtual Aviation, offer an even more realistic experience, using the same multi-million dollar simulators used to train professional pilots [Bird, 2005]. Such companies have an even more limited geographical availability, and prohibitive prices – up to three thousand dollars for a session.

One of the major models of emotion representation is the Circumplex Model of Affect proposed by Russell. This is a spatial model based on dimensions of affect that are interrelated in a very methodical fashion [Russell, 1980]. Affective concepts fall in a circle in the following order: pleasure, excitement, arousal, distress, displeasure, depression, sleepiness, and relaxation – see Fig. 5.2. According to this model, there are two components of affect that exist: the first is pleasure-displeasure, the horizontal dimension of the model, and the second is arousal-sleep, the vertical dimension of the model. Therefore, it seems that any affect stimuli can be defined in terms of its valence and arousal components. The remaining variables mentioned above do not act as dimensions, but rather help to define the quadrants of the affective space. Despite the existence of criticism concerning the impact of different cultures in emotion expression and induction, as discussed by Altarriba [Altarriba et al., 2003], Russell’s model is relative immune to this issue if the stimuli are correctly defined in a rather universal form. Having this in mind, the Circumplex Model of Affect was the emotion representation abstraction used in the proposed project.

Figure 5.2: Russell’s Circumplex Model of Affect [Russell, 1980]
Architecture and Module Description  The system global architecture is based on independent and distributed modules, both in logic and physical terms [Silva et al., 2009b]. As depicted in Fig. 5.3(a), and following its enclosed numeration, it is possible to appreciate that biometric data is gathered directly from the subject by using Nexus-10 hardware. In more detail, temperature, GSR and respiration sensors are used – from these sensors, phalanx skin temperature, direct galvanic skin response and respiration amplitude and frequency rates are computed. In order to reduce the number of wires presented to the user, and therefore reduce the impact of signal measurement, thus conserving immersion sensation, the collected biometric data is, in real-time, transmitted by Bluetooth to a computer in the proximities running the adequate data driver. The next step is of the responsibility of BioTrace+ software, supplied with Nexus-10, and beyond providing a configurable interface for online signal monitoring, it records biometric data directly as an accessible text file.

![System's Global Architecture and Aeronautical Simulator Module](image)

Figure 5.3: System Global Architecture (a) and Aeronautical Simulator Module (b)

The denominated BioSignal Collector software was developed in order to access the recorded data in real-time and make it fully available for further processing either by database access or online TCP/IP socket connection. In this last category, lies the Emotion Classifier, as it is responsible for online user’s emotion state assessment – how this process is conducted is fully described in the next subsection. The continuous extracted emotional states are projected into the Russell’s model quadrants and are filled as inputs for the Aeronautical Simulator. This system module, as a cycle of its own, as described in Fig. 5.3(b), and briefly depicted in the next paragraph.

The simulation endpoint, which serves as a running example, has a simple architecture. The main module communicates with the emotional endpoint and receives data from the emotion assessment module, indicating which of the four quadrants of the Russel’s Model should be active.
5.1 Simulator

The module, in turn, communicates with the chosen simulator, changing its internal variables in order to match the desired quadrant, and as explained in more detail in section 3.3. This module also produces a permanent accessible log file, with information collected from the simulator regarding location and attitude of the user plane. The simulator interacts with the user through immersive 3D video hardware, which allows the user to control the visualization of the simulation.

**Experimental Settings** The desired emotional quadrant influences the simulation in three dimensions: weather, scenery and maneuvering [Silva et al., 2009b].

The two quadrants characterized by a state of displeasure are associated with worse climacteric conditions, ranging from heavy thunderstorms, in the one related with fear (quadrant 2), to foggy cold fronts, in the one related with boredom (quadrant 3), leading to a rougher flight. The two quadrants characterized by the feeling of pleasure are associated with fair weather, producing a more stable flight.

The chosen global scenery is an archipelago, more specifically, the Azores archipelago, a set that can provide both a pleasant flight, with many enjoyable sightseeing moments, and an irregular one, crossing a major thunderstorm trying to keep the plane leveled.

For the two quadrants associated with high levels of arousal resultant of either excitement or fear (quadrants 1 and 2 respectively), the chosen itinerary takes the plane around an island, with many closed turns, at low altitudes, ranging from five to twenty-five hundred feet, including a low-altitude pass over the major city in the island. This roughly eight-shaped path also includes a brief incursion into a second island in close proximity to the first one, as shown in Fig. 5.4(a).

![Figure 5.4: Routes for Quadrants 1 & 2 (a) and 3 & 4 (b)](image)

For the two quadrants associated with low levels of arousal, the chosen itinerary consists of an oval-shaped route around an island, as shown in Fig. 5.4(b). The turns in this route have a superior radius (resulting in smaller aircraft roll angle) and the altitude variations have smaller amplitude. As a result, the flight is experienced as a calmer one. Closely related to the route description is the maneuvering control. All maneuvers are done via the autopilot system present in the simulated aircraft. Given the waypoint the plane must follow, the desired heading is calculated, using the Great Circle formulas, and adjusting the heading to the magnetic declination of the area in which the flight takes place, this value is used as the input to the heading control of the autopilot system.
For the first route, typical autopilot controls are active, namely speed, heading and altitude, which controls the speed of the aircraft, the direction in which it should be flying and the altitude, respectively. As for the second route, two extra features are applied – maximum bank and yaw damper. The first limits the maximum roll angle of the plane during turns, while the second reduces rolling and yawing oscillations, making the flight smoother and calmer.

Table 5.2 shows a summary table of how the simulation environment is influenced in each of the three dimensions for each quadrant. A mapping between quadrant numbers and the respective quadrants in Russell’s model (see Fig. 5.2) is included.

<table>
<thead>
<tr>
<th>Quadrant</th>
<th>Scenery</th>
<th>Weather</th>
<th>Maneuvering</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Eight-shaped (Fig. 5.4(a))</td>
<td>Fair Weather</td>
<td>Typical AP</td>
</tr>
<tr>
<td>2</td>
<td>Heavy Thunderstorms</td>
<td>Cold Fronts</td>
<td>Typical AP + Max</td>
</tr>
<tr>
<td>3</td>
<td>Oval-shaped (Fig. 5.4(b))</td>
<td>Fair Weather</td>
<td>Bank + Yaw Damper</td>
</tr>
</tbody>
</table>

Table 5.2: Simulation Environment Influence Summary

Sensors for skin temperature, galvanic skin response and respiration rate and amplitude were used. In order to present the user with an immersive experience, 3D video hardware was used, in the form of virtual reality video eyeware. This equipment provides the user with a three degree of freedom head-tracker, allowing the user to experience the environment as if he was actually there.

After providing the authors with some background information to characterize the sample, the user was then connected to the biometric equipment, and an emotional baseline was established. Depending on whether the user suffered from pterygophobia or not, an emotional policy was followed by the operator. This policy, as already mentioned, ensured that users who suffered from this phobia would not be placed in a situation of high emotional stress, which could exacerbate the fear of flying, but would allow people who enjoy flying to experience extreme situations that could trigger an emotional response.

The experiments were comprised of three distinct sequential stages, as with actual flights. In the first phase, the plane takes off from an airport in one of the islands. The choice of the airport to takeoff from was primarily based on whether the subject stated to suffer from fear of flying. For individuals suffering from pterygophobia, the operator handling the emotional assessment module forced either the third or fourth quadrants, providing the subject with a calm takeoff and flight, as not to trigger an anxiety attack. For the remaining individuals, the operator forced one of the first or second quadrants, trying to obtain an increased amplitude of emotional responses. After takeoff, a series of closed circuits was performed, as already explained above. Finally, in the landing phase, the plane lines up with the selected airport, makes the approach and lands.

The experiments were conducted among thirty-seven subjects, twenty-four male and thirteen female, between the ages of twenty and fifty-six. Seven of the subjects stated that they had some level of fear of flying, while the remaining thirty declared not to be afraid of flying. Of the seven subjects suffering from some form of pterygophobia, four of them revealed that they have in fact
never flown, with only three actually having suffered from the symptoms usually associated with this phobia.

After concluding the trial, the subjects were then asked to describe the experience, the emotional response that the simulation triggered, and if there were occasions when those reactions were stronger.

For the case of the seven subjects that stated to suffer from fear of flying, they were asked to repeat the experiment, as to obtain results that could enlighten the authors as to the possible usage of this tool in phobia treatment.

**Results and Conclusions**  The results can be analyzed in three perspectives – emotional assessment, simulation immersiveness and mitigation of the fear of flying.

As for emotional assessment, a classification based on self-assessment resulted in a success rate of 77% when considering eight regions in Russell’s model, and 86% considering only the four main quadrant\(^6\)

As for the simulation, users were asked to describe their experience, and to classify, in a scale of one to five, the level of immersiveness of the simulation environment. The results shown in Fig. 5.5(a) show that the majority of the individuals considered the environment to be highly immersive, with an average classification of 4.3 out of five.

These results are supported by the subjects’ emotional response to the change of the desired simulated quadrant by the emotional assessment module operator, confirming that the simulation environment triggers emotional responses.

![Image of bar chart and graph](image)

**Figure 5.5: Simulation Immersiveness Classification and Emotional Trend**

In what regards the aeronautical simulation, it is fair to state that all projected goals where completely fulfilled as users confirmed their immersion sensation either by self-awareness or biological recorded response. It is believed that the usage of 3D glasses as display device played

\(^{6}\)the detailed results can be found on [Silva et al., 2009b]
a particularly important role in creating the appropriate environment. Also the defined scenarios, with distinct weather conditions, geographical context and maneuvers smoothness, lived up to challenge, as they generally triggered the desired emotional responses. Considering the economical cost of both the simulator and the virtual reality eyeware used to provide the user with this immersive simulation environment, as well as the high immersiveness level reported by the test subjects, it is also reasonable to conclude that more economically viable simulators can be used in some less demanding environments, such as in the treatment of phobias.

Regarding the subjects suffering from fear of flying, and who repeated the experiment, some interesting results were obtained. One particular outcome that seems to support the fact that this kind of simulation can be used in the treatment is depicted in Fig. 5.5(b), which shows the average emotional response for each of the three conducted experiments (the image shows the upper left part of Russell’s Circumplex Model of Affect). As can be seen, the second and third experiments show an emotional response that tends to move away from the extreme end of the second quadrant, denoting a reduction in the levels of fear registered in the subjects during the latter experiments.

As previously mentioned, the results seem to suggest that a significant mitigation of the symptoms of pterygophobia was achieved among the subjects that referred at least some level of fear of flying. However, additional trials would have to be conducted, with a larger sample, in order to fully backup this conclusion. In spite of this, fear of flying is due from a variety of more specific fears (such as fear of heights, fear of confined spaces, fear of speed and others), and as such, more focused tests should be devised, targeted at each of those particular phobias, for the sake of analysis accuracy.

5.1.3 Simulator Adaptations

FSX was originally designed to be used primarily with aircraft (planes and helicopters). Because of that, some adaptations and additional developments had to be made in order to use land, water and underwater vehicles in the same manner as aircraft [Santos, 2010]. This version of the simulator already has the capability to simulate land and water vehicles. In fact, it includes several vehicle models for cars and other ground vehicles, as well as boats and ships, that are used for the generated land and sea traffic referred in section 2.2.2. However, the SimConnect API refers mainly to aircraft and helicopter systems, and therefore some adaptations had to be performed.

5.1.3.1 Vehicle Types

The first adaptation refers to the use of different vehicle types, and their idiosyncratic characteristics. Vehicle types are configured in the Control Panel (see section 5.2.2), using SDL for their description – see section 4.2.7. The simulated vehicle that represents each of the vehicle types is based on an existing one, with the necessary changes made to its configuration files.

Vehicles are stored in the simulator installation folder, and there is a different folder for each vehicle – see Fig. 5.6. Each vehicle folder contains the configuration files for the aircraft, and a set of folders that contain the information regarding the physical model of the aircraft, the visual
textures that can be used with it, the specific sound effects for the vehicle and information regarding the instruments panels. This modularity helped in the adaptation process, so that new vehicles could be defined based on existing ones.

Figure 5.6: Vehicle Folder Organization in the Simulator Installation Folder

When the scenario configuration is launched (step 2 of Fig. 3.10), the vehicle types section of the SDL file is processed and non-existing vehicle types are created by copying the existing vehicle it is based on to a new folder. Then, changes are made to the contents of the vehicle configuration files as necessary, to match the definitions on the SDL file. First, the simTitle property, that uniquely identifies a vehicle within the simulator, needs to be changed into a new value; this new value is also replaced in the scenario file (in the simulated agent section of the agent type definition, as seen on section 4.2.7), so that subsequent simulations can use the created vehicle type (and thus avoiding the need to run this process in every simulation). Then, some properties that can only be adjusted in the configuration files are changed. Such properties include the dimensions of the vehicle (length, width and height), its weight when empty or the maximum speed it can sustain (properties that can be found, in most cases, in the physical and performance categories of vehicle type description – see section 4.2.7). Some other properties, available for modification via the programmatic interface, are only changed after the vehicle is created within the simulator. Such properties include the amount of fuel and cargo the vehicle currently holds, the state of its lights, and some other properties that can, in most cases, be found in the state description of team vehicles – see section 4.3.1.

Some interpretation considerations had to be made in some cases, as to account for the different vehicle types. As an example, in section 4.3.1 one of the state variables for all vehicles indicates which lights are turned on; when the vehicle in question is a car, boat or submarine, the lights do not have a match to existing variables in the simulator. As such, existing aircraft lights that are not used in other vehicle types are interpreted according to vehicle type, as defined by a vehicle lights translation table.

Some adaptations to the Vehicle Control Agent also exist, depending on the vehicle type. For instance, the helix maneuver (see section 6.3.1.4) is disabled for ground and water vehicles, and thus only available for aircraft, helicopters and submarines; also, the altitude component for the other maneuvers is ignored (or always assumed to be 0 meters above ground level), since the vehicles cannot fly or dive.
5.1.3.2 Submarine Navigation

A special adaptation is required when considering submarine vehicle types. Flight Simulator X was not designed to support underwater navigation and operations (even though it supports water vehicles and amphibious aircraft operations). As such, submarine navigation simulation must take place outside the simulator, between FSX and the Vehicle Control Agent. A small module was built into the Vehicle Control Agent (see section 6.3 for more details) that can intercept messages to and from the simulator, and change their content accordingly, thus simulating depth.

Furthermore, since FSX does not provide with data regarding terrain elevation when underwater, an outside source must be considered. One solution (not yet implemented, but already thought of and tested in a small scale) is to use the Google Elevation API, which can provide with elevation data not only for positive altitudes but also for negative ones, thus allowing for a mapping of the ocean floor to be simulated as close to reality as possible [Google, 2010].

5.1.4 Summary

This section described the central element of the simulation platform – the simulator. First, a method for analyzing flight simulators was introduced, consisting of four main categories – simulation engine, graphics, fault injection and openness. Each of these categories includes several aspects to be considered, when analyzing a simulator. Three simulators (considered to be the most well-known in their area) were analyzed in more detail, as to support the decision process. Microsoft Flight Simulator X was the chosen simulator, after considering its good overall score in all four categories (especially in the openness category, with SimConnect presenting not only a wide range of functions and available variables, but also extensive documentation), along with the structured experiences system (considered to be an important extra feature). FSX provides with a real-time simulation, but also allows for slower- and faster-than-real-time simulations, enabling a more detailed analysis of the simulation and also a more expedite manner for simulating missions (when detail is less important than speed), respectively. SimConnect allows several independent external clients to be connected to the simulator simultaneously, which is suited for an architecture where each individual component has a dedicated connection to the simulator.

After choosing FSX as the simulator, some uses of this simulator in scientific research were presented, focusing on its use as a realistic simulation platform for an emotional assessment and feedback framework (which also reinforced the notion that this simulator is a very realistic one).

Finally, some challenges that arise from using this simulator were introduced, namely how different vehicle type specifications are handled by a simulator with an initially fixed number of vehicles, and also regarding the use of FSX for the simulation of vehicle types other than aircraft (and especially submarines, which is also considered in more detail in section 6.3).
5.2 Control Panel

As mentioned before, the Control Panel is the main interface element between the platform and the user. It allows for the configuration of the system as well as most aspects pertaining the simulation. The Control Panel is divided in five main sections – platform configuration, scenario, teams, disturbances and mission definition. The latter four sections are used for the configuration of each of the respective components, in accordance to the defined dialects, which were fully described in chapter 4.

5.2.1 Platform Configuration

The platform configuration section of the Control Panel allows for the specification of platform-wide definitions, such as the connection to simulator, agent communication platform, network configuration and base logging directory. It also provides with information regarding the state of the remaining four configuration sections, as well as offers a live log of communications and actions.

The simulator section requires only the specification of the IP of the computer running the simulator – this IP is chosen from the entries present in the SimConnect client configuration file\(^7\) [Microsoft Corporation, 2008b]. The simulator test verifies if the simulator is running on the specified IP address. Network configuration requires only the specification of the network nodes that are capable of running the several components of the platform. These computers must have been configured with the necessary client software for the simulator, as well as the various platform components. The network test verifies that all target computers are reachable and all necessary components are correctly installed in each computer. The agent communication platform (AgentService – see section 6.1) configuration requires the specification of three parameters – the IP address and port of the computer where the platform is running, and the platform’s name. In addition, the username, password and name of all platform components that require a connection with the agent communication platform should be specified to be validated against the platform user configuration file. The AgentService test verifies that the platform is running on the specified computer, and authentication information for each component is correct. In case any of the three tests fails, a message is presented below the test buttons, identifying the specifics of the problem. The base logging directory is a folder in which the session folders will be created, containing all produced log files – see section 5.5 for more details on the logging mechanisms. All configuration details are loaded from the registry of the machine running the Control Panel, and can also be saved after changes have been made (by pressing the save button). Two applications can also be launched from the Platform Configuration screen – the Monitoring Tool and the Performance Analysis Tool (both described below).

In the bottom half of the panel, the status of the Control Panel can be found – on the left, information regarding all messages sent and received by the Control Panel are displayed (detailing sender/receiver and content); on the right, the status of the remaining four configuration sections

\(^7\)Refer to the SimConnect installation documentation for more details
– Scenario, Team, Disturbances and Mission – is shown, indicating if each configuration file has been loaded to the Control Panel, and if the configurations have been launched into the platform (also, if that implies the creation of ATC or Vehicle Control agents, an indication of how many agents are being created and the progress of the agent creation process is shown). Figure 5.7 shows the platform configuration screen, after the tests have been successfully performed, and scenario and team configurations launched (including the creation of ATC Agents and Vehicle Control Agents).

![Figure 5.7: Control Panel – Platform Configuration After Launching Scenario and Team](image)

### 5.2.2 Scenario Configuration

The scenario configuration section of the Control Panel allows the user to open, edit and save scenario description files (specified according to SDL), and to launch the currently loaded scenario to the platform, effectively creating any new vehicle types (see section 5.1.3.1) and creating an ATC Agent for each existing controller. Figure 5.8 shows the main scenario configuration screen of the Control Panel, where four main areas are clearly visible – bases of operations, no fly areas, controllers and agent types –, corresponding to the four elements of the scenario description language (see section 4.2). Due to screen size limitations, and given the amount of information required by each of the four main elements, additional panels are accessible in each of the four main areas for introducing or editing the remaining information. In all these panels, as well as in the configuration of teams, disturbances and missions, the generation of identifiers is performed automatically,
as to abstract the user from such low-level implementation details. Each distinct entity is identified by a letter, unique to that entity, followed by a sequential number (for instance, and as can be seen in Fig. 5.8, bases of operations have identifiers starting with \( b \), areas have identifiers starting with \( a \), controllers have identifiers starting with \( c \), and agent types have identifiers starting with \( y \)).

![Figure 5.8: Control Panel – Scenario Configuration](image)

### 5.2.2.1 Bases of Operations

Only a few details of a base of operations are accessible in the main screen – name, description, history and mobility. All other fields are accessible through the respective buttons – location, contact person, availability, and possible airport, marina and ground base. As mentioned before, the airport, marina and ground base are only available depending on the values of the mobility attributes.

Figure 5.9(a) shows the screen for editing the contact person for the base of operations. Given the possibility to add any additional information items to the contact person (such as preferred contact hours, or time zone, as included in Fig. 5.9(a)), the screen size is dynamically adjusted to existing additional information details (the sizes of the additional details’ labels are calculated and the largest one is used to determine the appropriate width for the screen, thus guaranteeing that every piece of information can be read in full by the operator).

Figure 5.9(b) shows the screen used to edit the availability of a base of operations. The base can be available at all times (in which case the 'always available’ option should be selected), or
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Figure 5.9: Contact Person and Availability Screens

only during certain time periods. For each given time period, the specific hours of availability can be specified, as well as the recursion rule for the period (recursion can be specified using the initial and final dates that delimit the recursion, and with a repetition on a daily, weekly, monthly or yearly basis).

Figure 5.10 shows the airport editing screen, which contains several elements that can be directly edited and the buttons to access the screens in which the other details can be edited. The contact person screen is the same as shown above for the base of operations. Simple elements (name, ICAO and IATA codes, description and magnetic variation at the airport location) can be edited directly in upper left part of the screen. All utilities are shown in the bottom left part of the screen, and all types of utilities (tower, water, fuel or battery facilities) can be added by pressing the respective buttons. The right side of the screen allows for helipads and parking spaces to be specified. For more complex elements (runways, taxiway network and hangars), the respective buttons allow for additional panels to be opened, in which the specification of each of these elements is performed.

Two other screens, similar to the one used to configure an airport, exist for the configuration of port and ground base, and their respective characteristics. Again, simpler elements are configurable in the port and ground base panels directly, but more complex elements (such as waterway and quay networks for ports, and the road network for a ground base) have their own configuration screens.

5.2.2.2 No Fly Areas

The definition of the geographical area of a no-fly area is made by accessing the Area Configuration screen, shown in Fig. 5.11. For usability reasons, the denomination of the area is also used on the main interface, along with the area identifier, to help the operator identify the area he wishes to edit or remove.

This definition of the area can be performed either on the left side, using the respective buttons and text fields, or on the right panel, using the provided graphical interface. It can be defined as
either a polygon or a circle, as mentioned in the definition of the area element (in section 4.2.5).
For the configuration of a polygon, it is defined by a list of vertexes (the last one connecting to
the first, to close the polygon), each of which can be edited in terms of latitude and longitude.
The polygon defined by the vertexes is then extruded vertically, using the minimum and maximum
altitudes as delimiters. The graphical interface uses a web browser with a Google Maps plugin,
allowing for the area to be defined interactively: in the case of a polygon, the several points that
define a polygonal area are represented as white squares, and can be freely moved in the map
simply by clicking and dragging; also, new vertexes can be interactively added by dragging one of
the gray squares between any two consecutive vertexes.

The availability button opens the area availability screen (similar to the one shown in Fig.
5.9(b)), which allows for the specification of the temporal period(s) when the restriction is active.
Additionally, this screen also allows for KML (Keyhole Markup Language, an XML-based
language used to display geographical features in browsers and other applications, such as Google
Earth [OGC, 2008a]) files representing the desired area to be imported or exported. As such, the
desired area can be created using Google Earth or a similar application, and then imported to the
application. Conversely, the area can also be exported for use (or tweaking) with other application.
5.2.2.3 Controllers

Part of the information regarding controller configuration (role of the controller, required action by vehicles maneuvering in the area over which the controller has jurisdiction, and base of operations the controller is associated with) is present on the main scenario screen (Fig. 5.8). The details of the area over which the controller has jurisdiction can be specified by pressing the *Area* button on the controller area of the main screen; the controller area screen is identical to the one presented above for no-fly areas, and the denomination of the area is also used to help identify the controller in the main interface. Additionally, the frequencies used by the controller can also be specified in the frequency configuration screen.

5.2.2.4 Agent Types

Two of the five categories of agent type information can be defined in the main scenario screen – simulated agent and real agent. The remaining three categories (physical, performance and payload layout) are configured in the vehicle type configuration screen, accessible by pressing the *Configuration* button. The vehicle type configuration screen presents a different graphical layout depending on the type of vehicle being edited (different vehicle types have different characteristics, as seen on section 4.2.7). Figure 5.12 shows an example of a vehicle type configuration screen, in this case for an aircraft.

Other vehicle type configuration screens present a similar layout, in the sense that physical characteristics are on the left side, while performance characteristics are on the middle, and payload layout configuration is on the right side. Physical characteristics include dimensions, weight
of the vehicle and maximum amount of fuel/cargo it can hold. Performance attributes include speeds (normal cruise speed, maximum speed and, in the case of aircraft and submarines, stall speed), fuel (or energy) consumption, and other aspects, such as operational range. The payload configuration area allows for payloads to be added, deleted and edited, and, for each payload, its location relative to the geometric center of the vehicle, size (given by the dimensions of a bounding box), and maximum cargo can be specified.

5.2.3 Team Configuration

The team configuration section of the Control Panel allows the user to open, edit and save team description files (specified according to TDL), and to launch the currently selected team to the platform, creating a Vehicle Control Agent for each existing vehicle in the team. Figure 5.13 shows the main teams configuration screen of the Control Panel, where most of the information regarding a team can be specified.

Simple elements (team name, description, history and purposes, as well as mobility) can be specified directly on the left side of the screen. Contact person information is specified in the same manner as already shown above for a base of operations.

The usable bases of operations can be chosen among existing bases, on the bottom left part of the screen – the left list shows all available bases of operations, and the list on the right corresponds to those bases which can be used by the team. The bottom right part of the screen is dedicated to the specification of additional no-fly areas. The interface and specification is identical to the one presented above for the scenario.
5.2.3.1 Agents

Agent configuration is performed in the upper right section of the teams configuration screen. Three buttons allow for the configuration of vehicle state, payload contents and communication details in the respective configuration screens. Similarly to what happens with vehicle type configuration, vehicle state configuration screens also differ according to the type of vehicle being configured – Fig. 5.14(a) shows an example of a vehicle state configuration screen, in this case of an aircraft. State information varies according to vehicle type, but generally includes the current amount of fuel the vehicle has (or battery state), the state of the vehicle lights, and the position of control surfaces.

The payload content configuration screen, shown in Fig. 5.14(b), allows for the configuration of the contents of each payload station – sensors and cargo. When a payload is selected, its characteristics are displayed as to help the operator manage the contents of the payload (for instance, by not exceeding the maximum weight allowed for each payload). Several sensors can be added to each payload, each with several possible features – along with the typical features, presented on the right, such as dimensions, weight and some operational characteristics, new specification details can be added. The payload may also contain cargo instead/in addition to the sensors, in which case the type and quantity of the cargo should be indicated.
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(a) Aircraft State Configuration Screen  
(b) Payload Content Configuration Screen

Figure 5.14: Aircraft State and Payload Contents Configuration Screen

5.2.4 Disturbances Configuration

The disturbances configuration section of the Control Panel allows the user to open, edit and save disturbance description files (specified according to DDL), and to launch the disturbances to the platform, effectively creating the disturbances manager, and providing it with information regarding all specified disturbances. Figure 5.15 shows the main disturbances configuration screen of the Control Panel, where the denomination and type of each disturbance can be specified on the upper left part of the screen.

The initial location of the disturbance can be configured directly on the main disturbances screen, on the middle left part of the screen. It can be a specific location or the location can be generated in a random location, within a specified area (in which case, the area is specified in the same manner as with no-fly areas, already shown above). The configuration of the temporal availability of the disturbance is also performed directly on the bottom left part of the screen – this specifies when the disturbance first appears, and when it ceases to exist. The disturbance may begin its existence at a specific point in time, or it can appear at a random moment, during a specified time frame. The end of the disturbance may be specified as its beginning, or it can be left as unspecified, in case there is no predetermined time frame in which it should cease to exist (as is the case of a fire, which disappears only by natural causes, such as rain, or by the action of the team of vehicles).

Mobility configuration, seen on the bottom right part of the screen, includes the definition of the type of mobility (see section 4.4.3 for the description of the available mobility types) and several configuration parameters, according to mobility type. Some of these parameters, such as heading or random variation and distribution can be configured directly on the mobility section of the disturbances screen, while the details on other parameters, such as speed, the motion path (in
case of a path mobility), and the confinement area (in case the disturbance is confined to a given area) are specified on separate screens.

Component configuration, available on the upper right part of the screen, allows for the specification of the components that comprise each disturbance. For each component, four major option groups are available: simulation, medium, detection and size. In the simulation group, a visual and/or physical equivalent of the component may be specified within the simulator – this allows for a visual feedback of the disturbance and, if possible, the simulator will handle the simulation of the specific component, which may be sensed by the Vehicle Control Agents. This visual/physical representation is selected in a new panel from all available objects of a given type (such as visual effect, vehicle, or other object type) within the simulator. In the medium group, the type of vehicles that can perceive the component can be specified. Related to this group, the detection group specifies the sensors a vehicle needs to be equipped with, in order to detect the specific component. Finally, in the size group, the size evolution of the component, if any, can be specified. Possible minimum and maximum sizes can be specified, in case the size of the component is not constant and such size limits exist. Alternatively, a dispersion pattern can be used, in which case either an existing dispersion model can be used, or the dispersion parameters can be specified. Both dispersion and size evolution specifications are performed on a different screen, as are the specifications of maximum and minimum sizes.
5.2 Control Panel

5.2.5 Mission Configuration

The mission configuration section of the Control Panel allows the user to open, edit and save mission description files (specified according to MDL), and to launch the mission to the platform, so that the vehicle control agents that compose a team can plan the execution of the specified mission. Figure 5.16 shows the main mission configuration screen of the Control Panel, where the denomination and description can be specified on the upper part of the screen. Also, a team can be specified (in case multiple teams are created, a mission can be sent to a specific team).

![Figure 5.16: Control Panel – Mission Configuration](image)

The bottom part of the screen is dedicated to the configuration of mission phases. For each phase, mission areas, requirements, tips and targets can be configured in each of the respective configuration parts of the screen, and the denomination, description and type of phase can also be specified on the upper left part of the phases screen. The configuration of mission areas is similar to the configuration of no-fly areas in the scenario configuration section (see section 5.2.2.2) and defines the geographical areas where the mission will take place. The requirements for each phase define the hard constraints that have to be met. Requirements include a timeout, that specifies how long the team has to complete the mission; the assets that must be used (asset types that can be specified include vehicle types, sensors and/or cargo); and the mission phases that must be complete before starting the current phase. In case there are phase dependencies, the current phase can be defined to start once one or all the goals of the previous phase have been met, and if it should be executed only once or each time the goal of the previous phase is achieved. The tips
represent soft constraints, that the operator can introduce in an attempt to steer mission execution. Tips include assets (which have the same definition as in requirements), search pattern, search area division, formation and strategy. The search pattern and area division can be used when the phase has a search component (as is the case of detection), and allow the operator to specify the search pattern to be used (which include parallel, sector, trackline, as well as inward or outward circular or square patterns, among other), and if the mission area should be divided among the several agents and how this division should be made. The formation tip allows for the specification of the physical formation the vehicles should adopt (which can be defined using either a leader and follower approach, or a grid occupancy approach, as seen in section 4.5.2). The strategy defines a set of tactics to be used by the team, with their respective triggers and actions. The target definition area allows for the specification of target multiplicity, mobility, and the required sensors to detect it. It is possible to specify whether or not the target has been previously seen and, in case it has, the location, as well as heading and speed, if the target is mobile. Also, it is possible to link the target to one from a previous phase in the mission, if it is inherited from a previous phase.

5.2.6 Summary

This section detailed the Control Panel as the main interface component between the developed platform and the operator. The five configuration sections were presented - platform, scenario, team, disturbances and missions (the four latter ones being a direct representation of the four languages presented in the previous chapter). The first configuration section (platform) allows the operator to configure some platform-wide definitions, namely the connection to both simulator and agent communication platform, and also to monitor the global status of the platform. The scenario configuration allows the operator to specify existing bases of operations, controllers, and vehicle types, as well as global no-fly areas. In the team configuration section, the operator specifies the composition of the team, detailing each existing vehicle, and also the bases of operations the team can use and additional team-specific no-fly areas. The disturbances section allows for the configuration of several disturbances, which includes the specification of disturbance location, availability, mobility and also the configuration of each of the disturbance’s components. Finally, mission specification is performed in the mission section – for each phase of the mission, requirements and tips can be specified, as well as the mission areas and targets.

Several aspects were taken into account when developing this component, as to provide the operator with an interface with good usability. These aspects include user control (the parameters the operator can change are limited at each moment), consistency throughout the several screens (also, groups of parameters are used to easily identify the location of certain parameters), error prevention (most input fields are limited to a list of allowed values, and several verifications are made for other fields), or the promotion of recognition over recall (by showing, for instance, the area name along with its identifier, or the characteristics of a payload when configuring its contents). Also, the use of visual, interactive methods to specify certain elements, as is the case of the use of Google Maps to specify an area, helps promote a better usability experience.
Some developments have been identified to be implemented in the future, as to further improve usability. One such feature, in order to increase flexibility, would be to provide accelerators, both for accessing menu actions (other than actions over files), and also to automatically focus on specific fields (this is likely to decrease the time experienced users spend configuring the several aspects of the simulation). Another possible development would be to extend the use of the visual editing capabilities (used in the specification of areas) to other elements with a geographical nature, such as airport, port and ground base. One other possible future development is the application of templates, to help decrease specification time, by automatically filling several fields with their default and/or most typical values for certain elements.

5.3 Disturbances Manager

The Disturbances Manager is responsible for managing all disturbances within the environment (see section 4.4 for disturbance specification), when the simulator is unable to do so by itself. When the disturbances are loaded into the environment (see section 3.2.2), these are effectively sent to the Disturbances Manager, which will then handle all interactions between vehicles and disturbances, when they cannot be sensed directly through the simulation environment. Since each disturbance may contain any number of components, each of which with a different representation within the simulator (or no representation at all), disturbances have to be broken down into those components.

Components that can be simulated and sensed through the simulation environment are created in the simulator, according to the specifications (step 1 in Fig. 5.17(a)) – these are usually stationary and devoid of a growth or dispersion pattern. These components are monitored periodically by the Disturbances Manager, as to assure that their evolution matches the defined parameters; if necessary, the components within the simulator are modified to match the specification. These components are sensed directly by the Vehicle Control Agents by using the available simulator capabilities (step 3 in Fig. 5.17(a)).

When the simulator cannot simulate a specific component, or it cannot be sensed by the vehicles via the simulator, it has to be simulated by the Disturbances Manager. For each component, its location and size are maintained and frequently updated to match the definition. In some cases, the simulator can provide with a visual and physical simulation of the component, but not with the means for it to be detected by the Vehicle Control Agent. In these cases, the Disturbances Manager delegates part of the simulation to the simulator, but still needs to handle communications with the Vehicle Control Agent regarding the component.

In order to handle the communications between disturbances and vehicles, the Disturbances Manager needs to be aware of the sensing capabilities and location of each vehicle. The sensing capabilities of the vehicles are gathered via the agent communication platform, where all vehicles publish their information (see section 6.1). The location of the vehicles has to be read from the simulator. An exception to this is the case of underwater vehicles – since the simulator is unable to simulate depth (which is simulated by the Vehicle Control Agent – see section 6.3.2.1), the
Disturbances Manager needs to ask the Vehicle Control Agent for this information. As to maintain communication requirements to a minimum, this request is only performed when the location of the vehicle coincides (in latitude and longitude) with one or more disturbance components – the depth is then used to determine whether or not the vehicle can actually sense the component, and, if so, the value that should be sent to the vehicle. Also with the intent of decreasing communication requirements, vehicle locations may be read at different time intervals – by taking the vehicle’s current location, heading and speed into account, as well as bounding boxes for all disturbance components, the Disturbances Manager determines, for each vehicle, whether or not it will be within sensing range of any disturbance in the near future; in case a given vehicle’s location and motion does not place it close to a disturbance in the near future, the temporal hiatus before the next request for information is larger, and it decreases as the vehicle moves closer to the sensing range of a disturbance. When the vehicle can sense the disturbance, the rate at which the Disturbances Manager requests for information is determined by the sensors the vehicle carries and the frequency at which they collection data (for instance, for a continuous sensor, information regarding the vehicle location is requested every simulation cycle, and data is also sent to the vehicle every cycle; on the other hand, for sensors that can only register a new value twice per second, for instance, information is only requested and data sent at that rate).

Algorithm 1 illustrates how vehicles are associated to disturbance components, in order to decrease computational requirements for the Disturbances Manager. This process is performed on a regular basis, to account for vehicles entering or leaving the simulation. Algorithm 2 shows the main process of the Disturbances Manager, that determines which vehicles, if any, can sense each of the disturbances’ components, and send a message to such vehicles, with the appropriate values with the simulated sensor readings.

---

**Algorithm 1 Vehicle Update Algorithm**

```plaintext
loop
    vehicles ← getVehiclesFromAgentService()
    for all disturbance d in disturbances do
        for all component c in d.components do
            for all vehicle v in vehicles do
                sensors ← v.getSensors()
                if detects(sensors, c) then
                    c.vehicles.Add(v)
                end if
            end for
        end for
    end for
end loop
```

Whenever a vehicle is perceived to be within sensing range of a disturbance (see Fig. 5.17(b)), a message is sent to that vehicle, containing the simulated sensor readings (step 2 in Fig. 5.17(a)). This message is interpreted by the vehicle as the sensor values and these are used to determine disturbance location, concentration, or other property, depending on the current mission goals.
### Algorithm 2 Disturbance Detection Algorithm

```plaintext
loop
  vehicles ← getVehiclesFromFSX()
  for all disturbance d in disturbances do
    for all component c in d.components do
      for all vehicle v in c.vehicles do
        if distance(c.vehicles.getVehicle(v).Position) ≤ c.radius then
          sendMessage(v, determineValue(c.vehicles.getVehicle(v).Position))
        end if
      end for
    end for
  end for
end loop
```

and disturbance type. The example shown in Fig. 5.17(b) can be interpreted as a source for a polluting chemical with a simple linear gradient dispersion model; when the represented aircraft is at a distance from the source of the chemical that is already within the dispersion area and the sensors aboard the aircraft are able to detect the presence of that chemical, a message is sent from the Disturbances Manager to the aircraft’s control agent, containing the concentration of the chemical at its current location. While the vehicle remains within the chemical dispersion area, the Disturbances Manager keeps sending these messages, at a rate consistent with the aircraft’s sensor’s frequency of operation, as seen above.

![Disturbances Manager Communications and Distance Evaluation](image.png)

**Figure 5.17**: Disturbances Manager Communications and Distance Evaluation

Additional interactions with the simulator are required for certain disturbances:

- In the case of a disturbance that has a motion pattern dependent of wind direction, the Disturbances Manager needs to communicate with the simulator in order to determine wind direction and speed at the location of the disturbance, to determine the appropriate motion.
• When the disturbance is located on the ground and is mobile, the Disturbances Manager also needs to communicate with the simulator to determine the ground altitude at the location of the disturbance. A particular case also occurs when the disturbance only exists on land, but not on water, in which case the Disturbances Manager also requests information regarding the surface type.

The current implementation of the Disturbances Manager considers only static disturbances with fixed size, and only two simple models for detection – fixed area and a linear model for concentrations. Even though this implementation does not meet with the entire specification for disturbances (see section 4.4), it is representative of simple disturbances, and allowed for a validation of the approach. For that, two disturbances were created at two fixed locations, and an aircraft (carrying sensors that could be used to detect the components of the two disturbances) was placed in a route that would intersect the area where the disturbances were active. The Disturbances Manager, via the agent communications platform, determined that the aircraft possessed the required sensors to detect the disturbances, and during the time the aircraft was within the area where each component could be sensed, sent messages to the respective Vehicle Control Agent, containing the detected values. The results were not perfect at first, since a slight deviation existed between the theoretical values (as simulated by the Disturbances Manager) and the values reported by the Vehicle Control Agent. This deviation was of a spacial nature, and even though it went unnoticeable for the first disturbance (fixed area and sensor value), in the second disturbance, slight variations in the coordinates for each sensor reading were detected. This problem can be explained by the time it takes from the moment the Disturbances Manager receives the information regarding the location of the vehicle to the moment the Vehicle Control Agent receives the message from the Disturbances Manager containing the registered sensor value – during this time, the vehicle continued moving and hence the coordinates associated with the registered sensor value were slightly different from the intended ones. This problem has been corrected by including the coordinates of the sensor reading in the message sent by the Disturbances Manager. This allowed the Vehicle Control Agent to associate the received value with the correct location.

One development that could be implemented in the future would be to provide this component with a graphical interface that allows the operator to monitor the state of each disturbance.

As mentioned in section 4.4.4, there are several existing dispersion models at use nowadays by several countries and independent institutions. These models could be included in the Disturbances Manager as dispersion modules, to be used by each disturbance component according to the specification. These modules are to be registered at a system level, so that when a model is not available as a module, the respective option is removed from the control panel, when specifying the dispersion model.

In order to provide a more realistic simulation of certain disturbances, a more detailed simulation for those disturbances could be implemented. For instance, in the case of a fire, it produces different gases at different concentrations, and burns at lower or higher temperatures depending on the materials that fuel the fire. Some information could be used, such as the surface type and condition, to provide with a more realistic model for fire – FSX features twenty-five different surface
types, and four surface conditions (normal, wet, icy and snow), which influence the characteristics of the fire. Also, the direction of the wind, allied with terrain morphology can determine the direction and rate at which the fire spreads. The terrain morphology can also be used to provide with a more realistic velocity representation for a vehicle or person – when the road has a positive slope, the velocity at which the vehicle or person travels is likely to be lower than when the road has a negative slope; additionally, if the road has several turns, the velocity is also likely to be lower than when traveling in a straight line. The road surface type and conditions can also contribute to a better approximation to what the vehicle or person’s velocity would be like in reality.

5.4 Monitoring Tool

The Monitoring Tool allows for both a macro and micro real-time analysis of the state of the simulation. It provides a real-time visual feedback of the state of the simulation on the main screen, and also allows for a flexible textual feedback on the state of each individual vehicle that comprises the team to be shown on a dedicated screen within this tool.

5.4.1 Simulation Status Monitoring

The Simulation Status Monitoring tab provides with a system-wide visual feedback of the state of the simulation, as well as a list of vehicles that can be monitored individually – see Fig. 5.18.

![Monitoring Tool – Simulation Status](image)

Figure 5.18: Monitoring Tool – Simulation Status

On the left side of the screen, a list of all team vehicles is shown, allowing the operator to choose the ones he wants to monitor in more detail. By checking the square next to the name of
a vehicle, a new tab is created, where several variables regarding the vehicle can be monitored in real-time – see section 5.4.2 below. On the left bottom part of the screen, information regarding the connection to both simulator and agent communication platform is shown. Also, a window size configuration area allows for the operator to modify the size of the window, allowing for more space to be used in visualizing the information – several predefined aspect ratios and dimensions are allowed to be chosen, and the several components are resized and relocated, as to better fit the new screen dimensions. On the right bottom part of the screen, all messages sent and received by the Monitoring Tool are shown. Finally, on the top right section of the screen, a map is shown, containing all structures (airports, ports and ground bases from the bases of operations), as well as vehicles in the simulation. As was the case in the Control Panel, for area specification, a Google Maps plugin is used within a web browser, that allows for the operator to interact with the map, positioning it to the desired location. Some other parameters can be adjusted from the available controls outside the map, such as zoom level (which can also be manipulated within the map), whether or not the map should include the representation of country borders or roads, if the map should be represented in two or three dimensions, and the rate at which the location of the vehicles within the map should be refreshed. Finally, the ‘Best Zoom’ button adjusts the location and zoom level of the map so that all vehicles and structures stay within the represented area.

This screen, and especially the map, provides a visual manner in which the operator can rapidly perceive the state of the simulation, at a global level, by assessing the current location of all team vehicles. One improvement that could be introduced to this screen (and which is also related to a future development that could be implemented in the Disturbances Manager presented in the previous section) is to include a visual representation of the disturbances that exist in the environment. This would allow the operator to have a better understanding of vehicle movements, and the relation between these movements and existing disturbances.

5.4.2 Vehicle Status Monitoring

Individual vehicle status can be assessed by a number of state variables, available for real-time monitoring. These variables are grouped into categories, and the operator can choose which categories to monitor, and which variables within each category to see. Categories are represented as boxes that can be freely moved within the monitoring screen, thus allowing each operator to completely customize the display to his preferences, and even with different layouts for different vehicles. Figure 5.19 shows an example of the vehicle status monitoring screen, with four groups of variables being shown, and only one of them receiving data.

One group, named Control Panel (not to be confused with the Control Panel described in section 5.2), is permanently visible, allowing the operator to configure which other groups are visible in the interface, as well as the variables to be shown within each group. The layout configuration of both the control panel and the other groups can also be adjusted from the control panel, to provide a more horizontal or vertical physical arrangement of the variables inside each group – Fig. 5.19 shows the ATC group with a vertical disposition of variables, while the Position/Attitude group has a more horizontal layout. Also, the control panel allows the operator to select only one
or some of the groups currently visible to be updated in real-time, with the values retrieved from
the simulator (this allows for a reduction of the communication requirements for the Monitoring
Tool).

All groups can be freely moved within the panel, simply by dragging them to the desired
location. The groups can also be anchored to a specific location (in Fig. 5.19, both the Position/Attitude and the Control Surfaces groups are anchored, while the three remaining groups can be freely moved). When a group is anchored, no other group can occupy the same location, thus
somewhat limiting group movements (especially when using a small-sized window for the Moni-
toring Tool). When not anchored, the groups flow to another location when one group is dragged
onto them.

Several categories, each with several variables, targeting aircraft vehicles, have been incorpo-
rated into the Monitoring Tool. These categories and variables are listed in Table 5.3. It should be
noticed that the categories and variables presented herein are those presented for aircraft; for other
vehicle types, some of the variables are replaced by the adequate counterparts for the remaining
vehicle types. For instance, the Position and Attitude group retains the same number of variables
for underwater vehicles, simply replacing the altitude variable for the depth of the vehicle, but sev-
eral of the variables are not included for water and land vehicles (some variables, such as vertical
speed, are not used in these types of vehicles).

Additional groups of variables can also be added, simply by including their configuration in
the application – an example of a new group is related to fault tolerance, and includes a number of
variables that correspond to the vehicle’s self assessment for failures in a number of systems and
instruments (see section 7.2).
<table>
<thead>
<tr>
<th>Categories</th>
<th>Variables</th>
<th>Categories</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft Control Surfaces</td>
<td>Elevator</td>
<td>Lights</td>
<td>Strobe</td>
</tr>
<tr>
<td></td>
<td>Aileron</td>
<td></td>
<td>Taxi</td>
</tr>
<tr>
<td></td>
<td>Rudder</td>
<td></td>
<td>Panel</td>
</tr>
<tr>
<td></td>
<td>Elevator Trim</td>
<td></td>
<td>Landing</td>
</tr>
<tr>
<td></td>
<td>Aileron Trim</td>
<td></td>
<td>Beacon</td>
</tr>
<tr>
<td></td>
<td>Rudder Trim</td>
<td></td>
<td>Nav</td>
</tr>
<tr>
<td></td>
<td>Flaps</td>
<td></td>
<td>Logo</td>
</tr>
<tr>
<td></td>
<td>Spoilers</td>
<td></td>
<td>Wing</td>
</tr>
<tr>
<td></td>
<td>Landing Gear</td>
<td></td>
<td>Recognition</td>
</tr>
<tr>
<td></td>
<td>Brakes</td>
<td></td>
<td>Cabin</td>
</tr>
<tr>
<td>Position &amp; Attitude</td>
<td>Latitude</td>
<td>Environmental Variables</td>
<td>Temperature</td>
</tr>
<tr>
<td></td>
<td>Longitude</td>
<td></td>
<td>Pressure</td>
</tr>
<tr>
<td></td>
<td>Altitude</td>
<td></td>
<td>Density</td>
</tr>
<tr>
<td></td>
<td>Heading</td>
<td></td>
<td>Wind Speed</td>
</tr>
<tr>
<td></td>
<td>Bank</td>
<td></td>
<td>Wind Direction</td>
</tr>
<tr>
<td></td>
<td>Pitch</td>
<td></td>
<td>Precipitation</td>
</tr>
<tr>
<td></td>
<td>Speed</td>
<td></td>
<td>Visibility</td>
</tr>
<tr>
<td></td>
<td>Vertical Speed</td>
<td></td>
<td>Visibility</td>
</tr>
<tr>
<td></td>
<td>Throttle</td>
<td></td>
<td>In Cloud?</td>
</tr>
<tr>
<td>ATC</td>
<td>Type</td>
<td>Ground</td>
<td>Payload</td>
</tr>
<tr>
<td></td>
<td>Model</td>
<td></td>
<td>Payload Weight</td>
</tr>
<tr>
<td></td>
<td>Airline</td>
<td></td>
<td>Content Type</td>
</tr>
<tr>
<td></td>
<td>Flight Number</td>
<td></td>
<td>Content Count</td>
</tr>
<tr>
<td>Payloads</td>
<td>Number of Payloads</td>
<td>Payload</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Variables and Categories for Aircraft Vehicle Monitoring

One improvement that could be introduced to the Monitoring Tool is to consider layout templates. These layout templates could be defined by the operators, and include the definition of which groups are visible, which variables are visible within each group, which groups are receiving data, and the location and arrangement (vertical/horizontal) of each group. These templates could be applied according to vehicle type, or in a more flexible manner, according to the operator’s specification, and would contribute to a higher degree of customization of the interface, thus improving usability.

### 5.5 Logging Tool

The Logging Tool is responsible for creating log files for all entities involved in the simulation. The logging ability, which was initially concentrated in one application named Logging Tool (hence the legacy name), is actually spread through all components participating in the simulation (even though it can be logically seen as a single service), each one creating a file (or a set of files) for each simulation session, in which every action taken, and every messages sent or received are recorded. These files allow for both a simulation replay, and act as an input to the performance analysis tool (described in the following section).
When the scenario file is launched (step 2 in Fig. 3.10), and before creating the ATC Agents, the Control Panel creates a folder within the platform’s base logging directory (which is a parameter of the platform’s configuration included in the Control Panel – see section 5.2.1). This folder is identified by the date and time of the simulation session and will contain all generated files for that session. Four folders are created within this session folder – configuration, controllers, agents and disturbances.

- The configuration folder will contain the four configuration files for the session – scenario, teams, disturbances and mission. Each of these files is copied into the configuration folder when the respective component is launched from the Control Panel (steps 2, 5, 8 and 11 in Fig. 3.10).

- The controllers folder will contain one log file per ATC Agent, containing all sent and received messages, as well as the events and decisions made by these agents.

- The agents folder will contain four files per Vehicle Control Agent – state, environment, events and messages. The state log contains a record of the vehicle’s state throughout the simulation (containing the position and attitude of the vehicle, as well as many other state variables, such as lights, control surfaces or payload status); the environment log contains a record of the environmental conditions surrounding the vehicle (mainly the variables shown in Table 5.3, in the category Environmental Variables); the events log contains a record of all decisions made and actions taken by the vehicle control agent; the messages log contains all messages sent and received by the agent.

- The disturbances folder contains one file per disturbance, containing a record of the evolution of the disturbance throughout the simulation.

Even though the separation of a mission log over several files in several folders can be viewed as an additional factor of complexity, it also allows for the separate analysis of each element – for instance, for a visual recreation of the mission, only the state (and possibly the environment) files of the vehicle control agents are needed.

The visual playback of the simulation session can be done using the chosen simulator. All vehicle motions and actions, along with disturbances with a visual representation can be recreated according to the log files. However, not all aspects of the simulation can be recreated to detail, namely some environmental conditions.

The frequency at which some data is recorded has an influence on the size of the files that are generated. The most visible example is the case of the state and environment log files for the Vehicle Control Agent – currently, state and environment information is saved once per second; even though it could be desirable to have more detailed data (and state and environment information saved at the best possible rate), the vehicle’s path can be fairly represented using this information. On the other hand, saving data more often would translate into an increased effort on several components – all Vehicle Control Agents would request such information from the simulator every simulation cycle (the communication demands could become very high, depending on team
size), and they would have to send that information to the respective log files (also increasing the workload for the file system). This increased strain on the system contributes to a decline in the simulator’s performance. Further studies need to be conducted using different team sizes, different frequencies for data retrieval and logging, and also computers with different capabilities (in terms of processor and hard disk speeds), in order to determine the best balance point for the frequency at which data should be logged, and to determine if lower computer capabilities and/or larger team sizes should influence that frequency.

As seen in section 6.3.1.6, the Logging Tool allows for vehicle state files to be converted into other formats, namely the CSV and KML formats, that can then be interpreted by external applications for vehicle path analysis. The CSV format can be read by many applications; it has been used in Microsoft Excel to generate three-dimensional representations of the vehicle paths, as seen in Fig. 6.16(a) and 6.16(b). The KML format can be read by Google Earth and some other geographic software (see Fig. 6.15(a) and 6.15(b)).

5.6 Performance Analysis Tool

The Performance Analysis Tool can only be used after the end of a simulation session, and is used to evaluate one or more sessions, according to a set of performance metrics [Santos, 2010].

Performance analysis, as described herein, does not focus on the stability, scalability or performance of a multi-agent system in general [Lee et al., 1998], but rather on the performance of the team when conducting a given mission.

The missions performed by the team can be classified in several types (as briefly presented in section 4.5.3):

- **Detect.** These missions are those where the vehicles should search for a given target, such as a person, a vehicle, a fire, or any other entity. It is usually mapped as the first phase of a larger mission. The search pattern tip on a mission description file (see section 4.5.2) can be used in search mission phases to specify the preferred method of searching for the target.

- **Detect Origin.** These missions are those where the vehicles should detect the point of origin of some anomaly, such as the source of a pollution cloud, or the hydrothermal vent from where certain chemicals are being released. Some strategies, such as a gradient search can be used to pinpoint the source of a given detectable substance.

- **Measure.** These missions consist in using the vehicles’ sensors to detect and measure some substance, such as a chemical, and to create a map with the concentrations of such substance in each measured location.

- **Follow.** These missions are widely used in a military or law enforcement context, when a target, such as a vehicle or a person, needs to be followed to either determine its final location or to track its movements over a given time frame.
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- **Load/Unload.** These missions are usually used in combination with other mission types, such as a Detect phase. It consists of having the vehicle drop all or part of the cargo it contains (such as water or fire retardant over a fire), or picking up some additional cargo.

- **Transport.** This mission is an aggregation of two missions of the previous type – it consists in loading a cargo at a certain location and unloading it at another location. It differs from the Load/Unload mission type in the sense that both locations are important, while in the Load/Unload mission type, only the location of one of the actions is important – for instance, in the case of water being dropped on a fire, it is not important to specify the location at which the vehicle loads the water (it can do so in any usable base of operations), but if an aid package is being transported to a refugee camp it is important to specify both origin and destination of the operation.

Performance evaluation is closely related to the type of mission being carried out by the vehicles. As an example, in a transport mission (where the vehicles should transport a given cargo from point A to point B), the most important factors are likely to be the time it takes to transport the cargo and the total amount of fuel spent. In other mission types, such as the search for a fire over a given area, time is not likely to be an important factor, as probably is, for instance, the total area covered by the vehicles. As such, and in order to facilitate the evaluation process, several profiles can be created, each profile corresponding to a different perspective over the simulation, as specified by the operator. In practice, each profile will contain a number of metrics, and their relative weight for the overall performance measurement.

To evaluate the performance of a vehicle or team, a set of metrics, which can easily be extended, was created. Some of these metrics are defined at a vehicle level, while others are defined at a team level. Vehicle-level metrics include fuel consumption, distance traveled, average speed, useful mission time, among others. Team-level metrics include aggregated fuel consumption, total area covered and other measures that consider all vehicles involved in the simulation. Most of these metrics can be displayed in a graphic, reporting the evolution of the metric throughout the simulation – for instance, showing the speed of a vehicle, or the total area covered by the team during the simulation. The final value of a specific metric, however, is not obtained simply by determining the average of a value such as speed – for each metric, a specific method is used to determine a value on a fixed range (so that all metrics can be used together).

Equation 5.1 shows the formal definition of a profile $P$ as a set of metrics $m_1, m_2, ..., m_{nm} \in M$ with associated weights $(w_1, w_2, ..., w_{nm})$. Each profile may contain any number of metrics, which is equivalent to containing all metrics, some of them with a weight of zero. For simplicity reasons, the weight of each metric is defined in the range of zero to one, corresponding to a percentage of its importance in the final performance measurement. When calculating the performance value, the system converts these weights so that the sum of all weights is one (each weight is divided by the sum of all weights: $W_i = w_i / \sum_{j=1}^{nm} w_j$).
In order to combine the metrics being used in a profile, they must all produce a value on
the same range, independently of any measuring unit or value being used by any specific metric.
As an example, each vehicle has, in the respective configuration files, the definition of cruise
speed and fuel consumption. Considering that the metrics are measured in the $[0, 1]$ range, if
a vehicle achieves an average speed during the simulation that is equal to its specified cruise
speed, that vehicle speed metric will have a value of 0.5. As the average speed achieved by the
vehicle during the simulation approaches its maximum speed, the metric approaches the value
of 1. As the average speed decreases, so does the metric value, approaching 0 as the vehicle’s
speed converges to its stall speed, in the case of aircraft, or to zero, with other vehicles. Closely
related to this metric, the fuel consumption metric has a similar and mirrored behavior – the metric
value approaches 1 as the fuel consumption decreases. These two related metrics can be used
together to form a third metric that relates speed and fuel consumption – this metric will measure
the relation between the average speed achieved by the vehicle and the average fuel consumption.
Similar metrics can be introduced relating two or more other metrics (for instance, a metric relating
fuel consumption with the cargo transported by the vehicle, which can be useful when evaluating
transport missions). As this tool evolves, the number of metrics available to the operator, both
targeting individual vehicles and the entire team, will increase in number; also, the manner in
which the final metric value is determined may be improved in some metrics, in order to promote
a higher uniformity among metrics.

The Performance Analysis Tool allows for several simulation sessions to be combined, in order
to obtain average values for several of the metrics. This allows for outliers to be dissolved, thus
better approximating the actual average performance of the team. For instance, and considering as
example a team with the mission of detecting a fire (with a random point of origin) in a given area,
the performance of the team is dependent on the location of the fire – even if all vehicles repeat
the same motion pattern in the several simulations, the fire can be detected early on or only later,
depending on its location. By using several simulations, the values obtained by combining them
together are better approximations for the average values of a given mission or task.

The tool can also allow for the comparison of two simulation sessions, or two sets of combined
simulation sessions, using the previously calculated averages to compare them. This comparison
can be very useful when comparing two variations of a given parameter. For instance, and returning
to the example of a team searching for a fire, several search strategies can be compared by
running several simulations for each search strategy and, after combining the results of the sim-
ulations with the same strategy, the performance values for the different search strategies can be
compared.

This performance analysis can also be useful to the system, by acting as the input for a learning
mechanism that can extract the best strategy or the best operational configuration for a given
mission under certain conditions.

This tool can also be used to synchronize the visual mission replay with an analysis of several parameters, such as the messages exchanged between the several agents during the simulation, or even the instant values and the evolution of several metrics throughout the simulation.

5.7 Summary

In this chapter, the main components of the developed platform were described in detail, as well as some of the interactions between components.

First, the simulator (considered a central component of the platform) was introduced in section 5.1, along with a description of the process that led to the choice of FSX (using a method that analyzes the simulators based on four main categories – simulation engine, graphics, fault injection and openness). Some of its possible applications and some adaptations that had to be made in order to use it with the developed platform were also presented.

Then, the Control Panel, the central component for interaction with the operator, was described in section 5.2. The Control Panel is used to configure all aspects regarding the simulation, including some general platform parameters, and also the configuration of scenario, team, disturbances and mission (according to the defined dialects).

After that, the Disturbances Manager was presented, describing its use as an alternative simulator for disturbances that cannot be simulated by or sensed through FSX. This component interacts with the Vehicle Control Agents, transmitting disturbance information that emulates sensor readings.

Then, the Monitoring Tools was presented, which is capable of monitoring the overall status of the simulation and also each individual vehicles’s detailed status.

Finally, the Logging Tool and the Performance Analysis Tool were presented. The logging mechanism, which is actually performed by the several components of the platform, generates several log files, which can then be used by the Performance Analysis Tool to determine the performance of a team when conducting a mission, according to several metrics (either at a vehicle or team level).

For each of the described components, some improvements were identified and described at the end of the respective section.

The following chapter presents the remaining components – the ones with an autonomous behavior – and the chosen agent communications platform.
Chapter 6

Platform Agents

This chapter describes the components of the developed platform that present an autonomous behavior – ATC Agent and Vehicle Control Agents. Each of these applications is described and the interactions between components are specified. Also, some considerations regarding the Agent Communication Platform are made.

6.1 Agent Communication Platform

In order to facilitate communications among agents, a platform following FIPA guidelines was selected to be used. For that, the platforms presented in section 2.1.6 were analyzed and one platform was selected. Given that interaction with the simulation platform is performed using C♯, a .Net language, an initial selection process eliminated all Java-based platforms, which constitute the majority of the available platforms. This process resulted in three possible platforms targeting the .Net framework – CAPNET, ACENET and AgentService. The preferred use of Java as the implementation language for agent communication platforms could lead to the belief that it performs better. However, in [Hallenborg, 2008], the author compares one of the most popular agent platforms implemented in Java – JADE – with an implementation based on C♯, concluding that the performance of the platform increases when using C♯ specific constructs. This study shows that even though Java is the preferred language used in most open-source and agent communication platforms, it does not necessarily translate into a better performance.

Both CAPNET and ACENET seem to have been either abandoned or experiencing a very slow development, since no additional developments could be found on any of the projects since the initial publications (in addition to not finding any additional publication, the author was also unable to find a web site regarding any of the platforms). AgentService, on the other hand, registered a visible evolution over the years, with new features being added from time to time1. As such,

1No new developments, however, have been made since September 2009, when Andrea Passadore, one of the main developers, left the team. The project seems to be abandoned since then.
and given the functionalities and possibilities of AgentService, it was chosen as the platform for handling communications among the agent.

One important aspect regarding AgentService is its ability to support the connection of external applications, via the ExternalRuntime [LIDO, 2009a]. This feature provides the platform with the flexibility that allows for the integration of legacy applications and software that was not developed specifically for that platform. By using the ExternalRuntime, these applications are able to access all services provided by the platform (thus facilitating the reuse of any application developed beforehand). Another important supported feature is the ability to work in a federated environment [LIDO, 2009b]. This allows for multiple instances of AgentService to be running at different computers in a network, allowing for load balancing and also agent mobility (agents running within the platform can migrate to another platform within the federation, while maintaining their state, whereas programs using the external runtime need to disconnect from one platform and connect to another). A light version of the platform has also been developed, which can be executed in mobile devices, such as PDAs or SmartPhones, allowing agents to be executed in these devices [LIDO, 2008a]. The platform also provides support for the definition and use of ontologies [LIDO, 2007], as well as an Ontology agent [LIDO, 2008b] that provides ontology services, as defined by FIPA specifications [FIPA, 2001].

6.1.1 Services

In order to facilitate agent discovery, several classes of service types and names were devised.

For agents with only one instance in the platform, the service type *Service* is used. The name of the agent coincides with the agent function in the platform, as shown in Table 6.1.

<table>
<thead>
<tr>
<th>Service Type</th>
<th>Agent</th>
<th>Service Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Panel</td>
<td>ControlPanel</td>
<td></td>
</tr>
<tr>
<td>Monitoring Agent</td>
<td>MonitoringTool</td>
<td></td>
</tr>
<tr>
<td>Logging Agent</td>
<td>LoggingTool</td>
<td></td>
</tr>
<tr>
<td>Disturbances Manager</td>
<td>Disturbances</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Service Type and Name for Single-Instance Agents

For ATC Agents (Controllers) and Vehicle Control Agents, in addition to type and name, a subtype is also used: in the case of controllers, it indicates which role(s) it takes; in the case of a vehicle, it indicates the type of vehicle. In each of the cases, the name of the service corresponds to the unique identifier of the agent (in the case of an ATC Agent, the identifier starts with a *c* followed by a number; in the case of a Vehicle Control Agent, the identifier starts with an *a*, followed by a number). Table 6.2 summarizes these services. The service subtype uses a numbering that allows both controllers and vehicles to have different subtypes; for instance, an ATC Agent may have two roles simultaneously – Approach and Departure; a Vehicle Control Agent may also represent an amphibious vehicle (for instance, an amphibious aircraft can land on either land or water).

In addition to registering the names of the agents and this information, additional information is included in vehicle controlling agents, such as the sensors and cargo they carry, the team they
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Table 6.2: Service Type and Name for Multiple-Instance Agents

<table>
<thead>
<tr>
<th>Service Type</th>
<th>Service Name</th>
<th>Service SubType</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controller</td>
<td>c1</td>
<td>1 - Approach</td>
</tr>
<tr>
<td></td>
<td>c2</td>
<td>2 - Departure</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>4 - Ground</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8 - Tower</td>
</tr>
<tr>
<td>Agent</td>
<td>a1</td>
<td>1 - Aircraft</td>
</tr>
<tr>
<td></td>
<td>a2</td>
<td>2 - Land Vehicle</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>4 - Water Vehicle</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8 - Underwater Vehicle</td>
</tr>
</tbody>
</table>

belong to, and the identification of the vehicle within the simulated environment. They are registered with service type Sensor, Cargo, Team and FSXID, respectively. As the service name, the type of sensor, type of cargo, identifier of the team and identifier of the simulation object are used, respectively. Additionally, in the case of cargo, the subtype is used to indicate the amount being carried. The FSXID element is a very important one, since it establishes the relation between a simulated object and a team vehicle.

6.2 Air Traffic Control and ATC Agent

This section fully describes the ATC Agent, starting with a brief description of air traffic control operations, some existing software and automation approaches, and then detailing the implementation of the ATC Agent.

6.2.1 Air Traffic Control

Air Traffic Control (or ATC for short) encompasses a set of procedures, as well as people and technology, that assures secure operations of aircraft, both in flight and on land. The main goal of traffic control is to prevent collisions among aircraft or with other objects (stationary or mobile), while at the same time providing a fast and swift routing of aircraft throughout the terminal and providing pilots with information (such as weather conditions, for instance) [FAA, 2010a] [Sousa et al., 2010].

Collision prevention is accomplished through separation, vertical, lateral and longitudinal, which consists in maintaining a minimum distance between each pair of aircraft, in at least one axis.

Traffic control can be divided into two major areas:

- **Terminal.** Terminal control includes the control of aircraft (as well as other ground vehicles) on the airport surface and in the vicinities of the airport – usually a circular area centered on the airport, with a 30 to 50 nautical mile (56 to 93 km) radius, from the surface to about 10,000 ft (about 3,050 m). Typically, terminal control is divided into several distinct control categories:
– **Ground.** Ground Control is responsible for movements within the airport, which usually encompasses not only taxiways and inactive runways, but also other holding areas; it must ensure a fast and smooth operation of both aircraft and other ground vehicles within the airport.

– **Tower.** Tower Control, or Local Control, is responsible for active runway management, clearing aircraft for takeoff and landing, and assuring that aircraft separation is maintained at all times; it must coordinate closely with Ground Control, to assure that aircraft moving in the airport can safely cross active runways, and that aircraft landing on the airport will not disrupt safe operations.

– **Clearance.** Clearance Delivery is responsible for assigning aircraft with a route slot (considering both time and space constraints) after departure.

– **Approach.** Also known as Terminal Control, it is responsible for handling traffic surrounding the airport, in a radius up to 50 miles, or 93 km; it handles departures, arrivals and passing traffic, and must coordinate with the airport’s Tower Control, other Approach Controllers, or en-route controllers.

In some airports, some services (or even all of them) may be performed by the same controller; in others, smaller airports, one or more services may not be available.

– **En-route.** En-route control encompasses traffic between terminals. In order to facilitate control (especially in regions with a high traffic volume), airspace is often divided into several areas, each of which is assigned to a specific control center, responsible for managing aircraft entrance and exist from the area, as well as aircraft within the area.

ATC is a critical aspect of transportation nowadays, and ATC controllers are subject to a lot of stress [Myers, 2008]. As such, it has been a research subject for several years.

There are several existing software applications (some coupled with specific hardware) that are used for training purposes, or that can be used to make the work of traffic controllers easier\(^2\) (refer to [Sousa, 2010] for more information on some systems).

One system that provides support for operations in an air traffic control tower is ACAMS\(^3\). This system, at work in several airports for over a decade, has a modular architecture that allows it to adapt to the idiosyncrasies of each airport, be it of military or civilian nature. Its flexibility allows for the operator to personalize the appearance of the application on the monitors, as well as the information to be shown and the manner in which it is presented. For fault tolerance reasons, the modules that compose the system communicate through a double Ethernet connection, working in a client-server architecture.

\(^2\)Information on several systems can be found from [http://www.airport-technology.com/contractors/traffic/](http://www.airport-technology.com/contractors/traffic/)

\(^3\)More information available from [http://www.acams.net/](http://www.acams.net/)
Another system provided by NavCanada\textsuperscript{4} [Crichton et al., 2001]. Its main system, EXCDS (extended computer display system), is an advanced tower, terminal, airport and en-route coordination system that allows controllers to manage electronic flight data. It allows for the integration with external information providers, thus extending its basic functionalities. It is in use several airports throughout Canada, and also in other countries. Another available product is SASS (Scheduling And Sequencing System), an arrival manager that assists in allocating landing slots and helps deal with traffic surges, thus allowing for a better airport efficiency.

One system that provides support for training is DATS (Durable Aviation Trainer Solutions), by BAE Systems C-ITS\textsuperscript{5}. It uses commercially available off-the-shelf (COTS) hardware and works with standard operating systems, as to provide both affordability and ease of maintenance. DATS provides a comprehensive simulation of tower procedures, including a radar traffic simulator for large airports, local traffic simulation for airport management, and also pilot ATC interaction.

Several research projects have also been developed in this area, in an attempt to provide not only decision support functionalities for traffic controllers, but to make traffic control processes fully automated. Some works have tried to directly map the roles of ATC controllers under the current ATC organization into agents. One such example is described in [Callantine, 2002]. The authors extend CATS (Crew Activity Tracking System) [Callantine et al., 1999] to be used by several agents, each responsible for a sector of the airspace. The results were somewhat promising, since aircraft handover between sectors is performed with no problems, but the sectors closer to the airport tend to overload with traffic. In [Hexmoor & Heng, 2000], the authors use their previously developed ATC simulator, TACUND, to implement an ATC agent. This agent is aware of several information details of the aircraft in its airspace, such as location, direction, speed, desired altitude and intent to land. Through the use of three priority queues (one for landing requests; one for collision between aircraft; and one for aircraft in a holding pattern), it is able to avoid collisions and manage landings in the airport. This implementation provides the human controller with the ability to override the decisions made by the system, by means of a timer, thus providing a shared autonomy between agent and operator. The collision avoidance problem has also been tackled from a mathematical standpoint, as in [jen Chiang et al., 1997] - the authors provide a method for detecting collisions by analyzing the direction and speed of each aircraft and determining, one by one, virtual tubes that represent the course of the aircraft in a discretized space-time, which are considered obstacles the other aircraft cannot cross. Some other works implemented distributed collision avoidance mechanisms. One example is given in [Pěchouček et al., 2006], where each agent represents one aircraft. Each aircraft has four areas, each with a decreasing radius – communication, alert, security and collision. The communication and alert areas represent the range of communications with other aircraft and the collision radar range, respectively. The security area is an area around the aircraft where no other aircraft should be, for security reasons; if another aircraft is present in that area, situations such as turbulence are probable to arise. Finally, the collision area is used to determine whether a collision has occurred. The authors present a

\textsuperscript{4}More information available from \url{http://www.navcanada.ca/}

\textsuperscript{5}More information available at \url{http://www.baesystems.com/c-its}
cooperative protocol for avoiding collisions, and also a method to be used when there is no cooperation (which may be the result of a failure in the communications or collision radar systems). In [Krozel & Peters, 1997], the authors also use one agent to represent each aircraft. Each agent analyzes its own path for the near future, and if conflicts are detected, a decision is made (either using a greedy approach, or using a look-ahead strategy to detect possible conflicts that may arise after the first course adjustment). In [Gorodetsky et al., 2007], the authors use a mixed approach, with agents representing (or assisting) traffic controllers and agents representing (or assisting) pilots. The airspace is divided into one approach sector (the central area) and several arrival sectors (peripheral sectors). While in the peripheral sectors the pilot assisting agents are responsible for collision avoidance, in the central area, it is the responsibility of the controller assisting agent to ensure that all safety regulations are followed (and all aircraft must follow its directives). [Krozel et al., 2001] provides a comparison between centralized and decentralized approaches to maintain air traffic separation.

### 6.2.2 ATC Agent

The ATC Agent implements the concept of a centralized control for autonomous vehicles, and is meant to be used primarily for controlling traffic in limited areas, such as airports, ports or ground bases. Currently, the ATC Agent is responsible for handling traffic within an airport and in its vicinities [Sousa, 2010], according to controller definition – see section 4.2.6. However, this agent is expected to handle land and water traffic in ports and ground bases as well (a few minor adaptations are required to the current implementation). The flexibility of the ATC Agent in terms of configuration (see section 4.2.6 for more details) allows the aircraft to have different levels of autonomy when within a controlled area. This flexibility can be used to test the efficiency of centralized versus decentralized strategies in the control of air traffic in areas with a high volume of traffic, either in a continuous manner, or considering temporary traffic volume peaks. The ATC Agent can also be used for researching centralized coordination methodologies and techniques for air traffic management, as well as traffic management in water ports.

As mentioned in section 3.2.2, ATC agents are created by the Control Panel, when launching the scenario configuration (see section 4.2 for the scenario configuration specification). An instance of this agent exist for each controller defined in the Control Panel. When created, this agent automatically loads its configuration details, connects to both the simulator and agent communication platform, and starts monitoring vehicles within the area it has jurisdiction over. Figure 6.1 shows the configuration screen of the ATC Agent. Configurations can also be entered manually, for testing purposes, but are automatically obtained during normal operations.

Figure 6.2 shows the graphical monitoring screen of an ATC Agent, where the airport structure is visible, as well as the vehicles within the airport. On the right side of the screen, all messages sent and received by the ATC Agent are listed, showing message details. On the bottom of the screen, a list of all aircraft currently detected by the ATC Agent is shown, including information regarding the type of aircraft, its position, heading and speed, as well as an indication of whether
the aircraft is airborne or on the ground, and the state of the aircraft (see below for more information regarding the aircraft state).

### 6.2.2.1 Implementation Details

This agent needs to be aware of the physical layout of the airport in order to direct traffic in an effective manner. This is accomplished by using the description of the airport of the base of operations the ATC Agent is associated with.

As mentioned in section 4.2.2, taxiway elements have a specification that allows them to be easily interpreted as a graph. In order to avoid repetitive calculations during runtime, the shortest paths between any two points of the taxiway network are calculated during initialization and kept for future reference. Each taxiway was also divided into sections, each section being the straight connection between two consecutive points. This division not only facilitates graphical and path calculations, but also allows for a better representation of section occupancy and in the planning of the paths to be taken by the aircraft. Each occupied section will contain information regarding the aircraft that is currently in it, including its travel direction. This information can be used when more than one aircraft needs to travel in the same direction in the same taxiway – two aircraft cannot travel in the same taxiway in opposite directions, but they can travel in the same direction, if separation is maintained (which can be achieved, for instance, by allowing only one aircraft to be present in any given section at any time). Taxiways connect to runways, as well as to other elements, such as parking spaces or fuel facilities, which are represented using additional...
connection points in the taxiway network. This representation allows for the ATC Agent to direct traffic not only from a parking space to the departing runway and from the landing runway to a parking space, but also to perform internal movements, such as directing an aircraft from a parking space to a fuel facility. Runways are kept in a list, containing information about interceptions with other runways (which are used when an aircraft is taking off or landing in one runway, to avoid conflicting traffic in the intercepting runway), as well as the connections with the taxiway network (this constitutes replicated information, but contributes to faster calculations in arrival situations, when the aircraft needs to vacate the runway as fast as possible as to allow other aircraft to land or takeoff at that runway).

Each aircraft within the controller area is attributed a state, according to their intended maneuver and the current state of interactions with the ATC Agent – Fig. 6.3 depicts these states and the possible transitions between states.

When an aircraft is first detected by the ATC Agent (either in the beginning of the simulation or when the aircraft enters the area under the agent’s supervision), it is classified as being in the None state, since no intentions are yet known. From there, three actions are possible: the aircraft is airborne and requests to land in the airport; the aircraft is in the airport and wants to takeoff; the aircraft is in the airport and wants to move to another location within the airport. In the first case, the aircraft sends a message to the ATC Agent, requesting to land, which can be granted, if a runway is cleared of traffic, or delayed, by means of a holding pattern, if all runways are currently occupied. When the aircraft moves closer to the airport, it transitions to the approach state, where it should start to descend and align with the runway. After landing (transition to the touchdown
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Figure 6.3: ATC Agent Aircraft States

state), the ATC Agent provides the aircraft with the taxi path for the desired destination (usually a parking space), transitioning to the runway_exit state, and the aircraft proceeds to taxi operations (described below), signaling its exit of the runway, so that other aircraft can use it (transition to the taxi state). In the second case, the aircraft sends a request for departure, which can be immediately granted, if the initial portion of the taxi path leading to the appropriate runway is clear, or delayed for a while (state request processed), until the aircraft can start moving. When the reply is sent to the aircraft, along with the taxi path for the departure runway (transition to the departure_taxi state), the aircraft performs the necessary taxi operations and comes to a stop before entering the runway, transitioning to the state taxi_end_holding (this safety measure not only ensures that no aircraft is currently using the runway, and also allows for a more efficient use of the runway). After receiving the order, the aircraft enters the runway (state enter_runway), aligns itself for takeoff and again stops (state runway_holding), waiting for the final clearance for takeoff – when the clearance
is received, the aircraft transitions to the *takeoff_roll* state and moves through the runway, taking off and transitioning to the *airborne* state. Finally, when the aircraft moves away from the airport, it again transitions to the *none* state. The third case, when the aircraft wants to move from one location to the other within the airport, can be considered as a particular case of either of the two previous cases, and consists only of the taxi operations.

**Taxi Protocol**  The taxi protocol is used for directing traffic on ground, from one point of the airport to another. It is used as a sub-protocol for both takeoff (to direct the aircraft from the parking space to the departing runway) and land (to direct the aircraft from the runway to a parking space) protocols. As such, this protocol can be initiated either as part of the two mentioned protocols, or as a result of a request from a vehicle agent to an ATC Agent, to move from one point to another (for instance, a request to move from a parking space to a fuel facility, or a hangar). Figure 6.4 shows the taxi protocol interactions between the ATC Agent and the vehicle control agent.

![Figure 6.4: Taxi Protocol](image)

The ATC Agent, after receiving the request, chooses a specific destination from all possible destinations (if more than one is possible, as can be the case of fuel facilities), and calculates the path the aircraft should take. This path can include crossing of one or more runways (in which case the aircraft must stop and wait for permission to cross the runway before doing so), and/or stop points within the taxiway network (these stop points are usually the result of intersecting taxiways, and, similarly to runway intersections, also result in the aircraft stopping and requesting permission to proceed). After receiving its route, the vehicle control agent calculates the appropriate speeds and sends the first leg of the route to the simulator – until the first stop point (taxiway intersection), or hold short point (runway intersection), if they exist; if not, the first leg is the only leg and consists of the entire route. As the vehicle moves, it communicates with the ATC Agent, informing it of its progress, and reporting each control point it passes through (using the *PASSED waypoint* message, as seen in Fig. 6.4). It also communicates being stopped at any hold short or
stop points (*HOLDING SHORT* or *STOPPED AT* messages, respectively). When clearance is received from the ATC agent to cross the runway, or to proceed taxi, respectively, the next leg of the route is calculated by the vehicle control agent and sent to the simulator. This process continues until the final destination is reached (Fig. 6.4 shows the two messages that can be sent to the ATC Agent when the taxi operation is embedded in a takeoff or land operation). The protocol also foresees the possibility of dynamically adding or removing stop points along the taxi path – this can be accomplished by means of the *PROCEED TAXI TO stopcoordinates AFTER taxicoordinates* message.

**Takeoff Protocol**  The takeoff protocol is used when an aircraft wants to departure from the airport it is currently on. The vehicle control agent starts by requesting the ATC Agent for permission to departure to a given heading or specific location around the airport. The ATC Agent determines the best runway (and direction) for departure, as well as a taxiway route for the aircraft to reach the desired runway from its current location. By using the taxi protocol, as specified above, the aircraft reaches the desired runway and stops before entering the runway. When the runway is clear of traffic, the ATC agent instructs the vehicle agent to enter the runway and align itself for departure. After doing so, and communicating it to the ATC Agent, the clearance for takeoff is issued, and the vehicle agent accelerates and lifts off from the runway. The interactions used in the takeoff protocol are depicted in Fig. 6.5. These messages also mark the transitions of the aircraft state, as per Fig. 6.3, as explained above.

![Figure 6.5: Takeoff Protocol](image)

**Land Protocol**  The land protocol is used when an aircraft is within the area controlled by the ATC agent and wants to land in the airport controlled by it. The vehicle control agents starts
by requesting the ATC agent for permission to land. The ATC agent first determines whether or not the aircraft can land (considering landing and takeoff operations currently under way). If the aircraft cannot land, the ATC agent instructs the aircraft to remain on a holding pattern near the airport, until permission to land can be given. When the aircraft is able to land, the ATC agent sends information regarding the approach to the airport and the runway used for landing. Using this information, the vehicle agent determines increasingly lower speeds for the approach, and sends the approach route to the simulator. Once the aircraft has successfully landed, the vehicle agent requests the ATC agent to taxi to a parking space, and proceeds using the taxi protocol, as specified above. Figure 6.6 shows the land protocol interactions between the vehicle agent and the ATC agent.

Holding Pattern  The holding pattern is a maneuver performed at a constant altitude that consists of a series of right turns in a simple closed circuit, as can be seen in Fig. 6.7(a). The two elements necessary to define a holding pattern are the fixed point to which it reports (holding fix) and the heading of the pattern. The nature of the holding fix can vary, according to the aircraft or flight rules being used – it can be a visual reference (such as a bridge or a lake), a ground-based radio beacon (usually NDBs\(^6\) or VORs\(^7\) are used), or even a GPS point in space when GPS navigation is

\(^6\)Non-Directional Beacon  
\(^7\)VHF Omnidirectional Range
available. The length of the inbound/outbound legs is usually specified in time rather than length (one minute is the most common value used for the legs, resulting in four minute maneuvers). According to the angle in which the aircraft approaches the holding pattern, it will perform different maneuvers in order to enter the pattern. Figure 6.7(b) shows the three areas that result in different entries and Fig. 6.7(c) shows the entry maneuver for each entry area – for area a), the entry is called teardrop; for area b), the entry is called parallel; and for area c) the entry is designated as direct.

As to maximize space use regarding holding patterns, three holding patterns can be used, in a T shape – the main holding pattern is defined by a fix aligned with the runway and the same heading as the runway, and two additional fixes are defined on the left and right of the main fix (respecting the recommended 3 to 6 nautical mile distance between the different holding patterns), with their headings perpendicular to the runway heading. Also, if there is traffic requiring additional holding patterns, different altitude levels can be used, each of which sustaining the three described holding patterns.
6.2.3 Experimental Results

Some simple experiments were conducted as to validate the approach presented above. In order to test the impact of different airport layouts, two distinct airports were used:

- **Friday Harbor Airport.** This airport, shown in Fig. 6.8(a), has a simple configuration, with only one runway (in white), several parking spaces (green dots), and a simple taxiway network (in blue).

- **Whidbey Island Naval Air Station.** This airport, depicted in Fig. 6.8(b), contains two intersecting runways (in white), only a few parking spaces (green dots) and a more intricate taxiway network (in blue), with several intersection, thus providing a more challenging test scenario.

These two airports are located at a very close distance to one another (approximately 25Km, both in the Northwestern region of the Washington state, in the United States. This distance is large enough to allow the ATC Agents to have non-overlapping areas, and small enough as to allow air traffic departing from one airport to arrive at the other one in a manageable time frame (which was deemed to be advantageous during the experiments).

![Figure 6.8: Friday Harbor Airport and Whidbey Island Naval Air Station](image)

Several test were conducted in order to evaluate the performance of the ATC Agent:

- **Departures.** For this test, several aircraft were included in the team specification, all located at the airport being tested. All these aircraft issued a departure request within seconds of each other. In this case, the performance of the ATC Agent was measured by the average time between takeoffs (or the number of aircraft that takeoff during a given period of time).

- **Arrivals.** For this test, several aircraft were created at a different airport from the one being tested, and then commanded to fly in the direction of the area over which the ATC Agent
has jurisdiction, in order to issue a land request. In this case, the performance of the ATC Agent was measured by the average time between landings (or the number of aircraft that landed during a given period of time).

- **Departures and Arrivals.** For this test, the two situations considered above were recreated – several aircraft were created, both at the airport being tested and at the other one. The aircraft at the airport being tested issued a request to departure, and after takeoff would leave the ATC Agent area and immediately return, issuing a landing request this time. The aircraft originally at the second airport flew in the direction of the airport being tested and issued a landing request; after successfully landing and reaching a parking space, they issued a departure request. Using this setting, both operations (land and takeoff) were requested with similar frequencies, and both request types started at approximately the same time.

Regarding the departures test, the airport with a simple runway achieved an average time between takeoffs of approximately 82 seconds, which represents an average departure flow of forty-four aircraft per hour. In an additional note, the same values were achieved considering both takeoffs in the same direction and takeoffs in both directions of the runway. For the second airport, this value was considerably larger – the time between takeoffs was approximately 123 seconds (or little over two minutes), which corresponds to an average departure flow of 29 aircraft per hour. These results are explained by two facts: the aircraft in the second airport need to travel a greater distance to reach the runway before takeoff; both runways were used (50% of traffic for each runway), and since aircraft that used the runway shown as horizontal in Fig. 6.8(b) needed to cross the other runway to reach their departing position, there was additional delay in crossing the runway.

Regarding the arrivals test, both airports have a similar performance. For the first airport, the average time between arrivals is of 279 seconds, which results in an average arrival flow of approximately 13 aircraft per hour. For the second airport, the average time between landings is of 297 seconds, resulting in an average flow of approximately 12 aircraft per hour. The difference between results in the two airports is not significant, and can be explained by the larger runway length of the runways in the second airport, which results in an additional time for the aircraft to clear the runway, allowing the next aircraft to be granted permission to land.

The results of the third and final test are also similar for both airports. In both cases, the ATC Agent granted permissions for the departure and landing operations in an interleaved fashion, resulting in approximately double the number of operations, when compared to the second test (arrivals). The time between operations varies significantly, since a takeoff is performed in a relatively expedite manner after a landing, but the aircraft landing after a takeoff operation takes more time to reach the airport. For the first airport, an average of 25 operations per hour is achieved, while on the second airport that average is of 24 operations per hour.

Figure 6.9 shows a graphical representation of these results, comparing the number of departures, arrivals and the total number of operations per airport per hour.
Figure 6.9: Comparison of Departures, Arrivals and Total Number of Operations per Airport

The results of the conducted experiments show that the approach is valid, even though some improvements can be made to the implementation, as described in the next section.

6.2.4 Summary

In this section, air traffic control operations were introduced, as to provide with the necessary background to understand both the research area in which this agent can be used, and also the operations that it needs to handle. Then, the ATC Agent was described in some detail, including the specification of some implementation details, namely the management of the aircraft within the controller area, and the interactions with the Vehicle Control Agent (which is described in more detail in the following section). The conducted experiments show that even though the current implementation could be improved, it proves the feasibility of a central agent to direct traffic in areas with a high traffic density.

Some lines of work have already been identified that would improve the performance of the ATC Agent:

- When multiple aircraft are traveling along the same taxiway on the same direction, separations is maintained by allowing only one aircraft to be present at any given section at a time. This solution, though simple, has one drawback – in taxiways with long sections, such as the ones in the Whidbey Island Naval Air Station (see Fig. 6.8(b)), the distance between aircraft is unnecessarily large. This problem can be solved using two distinct approaches, both allowing for a (theoretically) improved performance on ground operations:
  - Using information regarding the aircraft size and location, as well as the taxiway network configuration to determine a point to be used as a virtual intersection on the taxiway section. This approach is supported by the *PROCEED TAXI TO stopcoordinates AFTER taxicoordinates* message, as seen in the taxi protocol, but requires calculations to be performed during runtime.
  - Breaking down long and straight taxiway sections into several sections. This process can be done automatically by the ATC Agent during the initialization process and
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does not require any modifications to the existing protocols, or any calculations to be performed during runtime.

• Performance in landing operations can also be improved. Two measures can contribute to this improvement:

  – Currently, when a runway is assigned to an aircraft for landing, it becomes unusable until the aircraft lands and vacates the runway. However, from the time the runway is assigned to the moment the aircraft actually lands, there is ample time to allow for aircraft to cross the runway, or even to takeoff from the landing runway (if takeoff is in the same direction as landing) or a crossing runway.

  – Currently, an aircraft is given permission to land only when a runway is clear and no other aircraft is attempting to land on the runway or any intersecting runways. However, due to the time hiatus between the moment landing permission is given and the moment the aircraft actually lands, several aircraft could be granted permission to land, provided they have the necessary spacial and temporal separation, so that one aircraft has time to land and clear the runway before the next one lands.

• Related to the previous item, the ATC Agent still cannot use runways to their full potential when controlling an airport with two or more intersecting runways. Several measures can be taken to improve this situation, such as the ones considered above for improving performance in landing operations.

The following section describes the component of the platform that the ATC Agent interacts with the most – the Vehicle Control Agent.

6.3 Vehicle Control Agent

Each instance of the Vehicle Control Agent controls one vehicle. When created by the Control Panel, this agent automatically loads its configuration details, based on the specific vehicle it represents (see section 4.3.1) and the vehicle type definition (see section 4.2.7). It then connects to both the simulator and agent communication platform and creates the vehicle within the simulator, expecting for a mission to be defined in the Control Panel and loaded. If the vehicle is within an area under the supervision of a traffic controller, it establishes communication with it, according to the level of autonomy defined for the controller.

The vehicle control agent is internally organized in several modules, as can be seen in Fig. 6.10, each of which can be further sub-divided according to functionalities (some of these modules are analyzed in more detail in the following sections). The SimConnect module handles all communications with the simulator (and eventual real vehicle it is associated with), and provides an interface for the agent to interact with the simulator. Two modules can be found within this one – the submarine navigation module (described in more detail below) and the real vehicle module, which allows for the communication with the actual vehicle the Vehicle Control Agent represents.
The agent interaction module handles all communications with other agents within the platform. Several modules can be identified within this module, as to separate communication with distinct agents (the most important ones, the communication with an ATC Agent, communication with other Vehicle Control Agents, and with the Disturbances Manager are depicted in the figure). The vehicle maneuvering control module is responsible for translating high-level maneuvers or motion intentions, which are usually generated by the planning and high-level reasoning module, into low-level maneuvers that can be interpreted by the SimConnect module as interactions with both simulator and real vehicle. Finally, the vehicle monitoring module is responsible for self-assessment, continually monitoring the vehicle in order to detect possible failures – if one is detected, appropriate measures need to be taken in order to ensure the security of operations.

Figure 6.10: Vehicle Agent Internal Architecture

Figure 6.11 shows the interface of the Vehicle Control Agent used for development and testing purposes. The first tab (*Connection Setting*) allows for the manual configuration of the connection to Flight Simulator X, including the choice of the vehicle to be loaded, as well as its location and orientation. During normal operations, these details are obtained from the information introduced in the Control Panel for both scenario and teams, and sent to the Vehicle Control Agent when the team is launched.

The second tab, which is visible in Fig. 6.11, shows a high-level control override interface that allows the operator to send several maneuvers to the vehicle. These maneuvers are presented in section 6.3.2, along with a brief description on how the these maneuvers are synchronized with the simulator.

Both the *Aircraft Monitoring* and *Logging* tabs are shown in Fig. 6.14(a) and 6.14(b) below. The *Aircraft Monitoring* tab allows the operator to monitor the position of the vehicle using a Google Maps plugin (this implementation served as a base to the monitoring tool shown in section 5.4.1). Monitoring the individual vehicle within this tab needs to be started manually and can also be stopped, as to reduce the workload of the computer running the Vehicle Control Agent. The
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Logging tab allows the operator to manipulate individual log files and sessions (see section 6.3.1.6 for more information on these features).

The Emotional Control tab was used to interact with the emotion classifier module, as presented in section 5.1.2.2. Finally, the AgentService tab provides a means to monitor the connection to the agent communications platform, and presents a list of all messages sent and received by the Vehicle Control Agent, showing message details such as sender, receiver and content of the message, in a manner similar to what was presented for the ATC Agent, in section 6.2.2, and seen in Fig. 6.2, on the right panel.

6.3.1 Vehicle Control

One of the most important aspects to consider after the choice of simulator has been made is how to control a vehicle within the simulator. After some consideration of the FSX interaction possibilities and simulation engine capabilities, three control strategies were deemed possible – external (direct manipulation of the aircraft control surfaces, such as aileron and elevators through a PID controller), aircraft’s autopilot system (mimic the actions of a pilot handling the autopilot system) and simulator generic AI autopilot system. In order to determine the best approach, all three strategies were implemented and tested, using different aircrafts, in distinct weather conditions, and using a series of maneuvers with increased degree of complexity. The performance
of each strategy was analyzed according to maneuver effectiveness and communication requirements (with the simulator), based on the experimental results [Silva et al., 2009a]. The following sections detail the three vehicle control approaches, how basic maneuvers are computed and executed, the experimental settings and the results of the experiments and finally the conclusions, supporting the chosen strategy.

6.3.1.1 PID Controller

The first approach to controlling an aircraft within the simulation environment is to recreate the actions of a pilot when attempting to follow a certain route. This was accomplished by direct manipulation of the main controls of the aircraft, namely the throttle, aileron and elevator. The throttle control is used to control the speed of the aircraft. The elevator control is used to control the pitch angle of the aircraft (sometimes referred to as angle of attack, pitch measures the nose up or down angle of an aircraft), and, when used in conjunction with the throttle control, it allows to control the altitude of the aircraft – in order to climb, the elevator must be set to a positive value, and the throttle should be set to full throttle; in order to descend, the elevator must be set to a negative value, and the throttle should be set to idle. The aileron control is used to control the bank angle of the aircraft (also called roll, it is the angle of rotation of the plane about its longitudinal axis). In order to make a turn, the aircraft rolls toward the inner part of the desired turn. By using these controls together, higher-level maneuvers are executed.

In order to handle these aircraft controls, a PID (Proportional-Integral-Derivative) controller was used. A PID controller is a generic control loop feedback mechanism that attempts to correct the error between a measured variable and the desired value by calculating a corrective action that can adjust the process accordingly. It is a well-known controller from the control theory field, and has been used successfully in the industry for many years. Its numeric implementation consists on the evaluation of Eq. 6.1, where $e$ is the difference between the reference value and the feedback measured value, $\tau$ is the time in the past contributing to the integral response and $K_p$, $K_i$ and $K_d$ are the proportional, integral and derivative gains, respectively. The proportional term adjusts the output signal in direct proportion to the error, the integral term is proportional to both magnitude and duration of the error, and the derivative term measures the approximate rate of change of the error. Tuning the gain factors of the PID controller is an important step, to assure optimal values for the desired control response [Skogestad, 2003].

$$\text{output} (t) = k_p e(t) + k_i \int_0^t e(\tau) d\tau + k_d \frac{de}{dt}. \quad (6.1)$$

For this approach, the control agent communicates with the simulated aircraft at a given rate, in order to send the current values, calculated with the PID controller. Ideally, the communication would be uninterrupted, since continuous adjustments to the aircraft controls should be made in order to maintain the desired flights settings. However, the simulator only sends and accepts values once per simulation cycle, and to send data at a higher rate would be a waste of processing time. Moreover, one has to account for communication latencies that make it difficult to receive data
from a given simulation cycle and to send the corrective values that reach the simulator in time for the following cycle.

There is a simulation variable that is modified by the control agent for each of the three aircraft controls that are manipulated by the controller, and other variables that can be read in order to assess the current position, speed and attitude of the aircraft, used in the calculations as mentioned above.

In order to make a banked turn with a given radius (for circling maneuvers, for instance), some additional information has to be taken into account. The radius of a banked turn is given by Eq. 6.2, where $v$ is the true airspeed of the aircraft, $g$ is the acceleration due to gravity and $\theta$ is the bank angle of the aircraft.

$$R = \frac{v^2}{g \tan \theta}.$$  \hfill (6.2)

Given Eq. 6.2, one can determine the necessary bank angle to generate a banked turn with a given radius at a given speed.

### 6.3.1.2 Autopilot

In this approach, the autopilot features of aircraft are used. Autopilot systems assume various forms, ranging from simple wing-levelers to complete systems, capable of controlling an aircraft from takeoff to land. Most modern aircraft feature altitude, heading and speed controls, allowing the pilot to set the desired values for each feature. The altitude control manipulates the elevator and throttle (if auto-throttle is available) in order to reach and maintain a certain altitude. The heading control manipulates the aileron in order to make a banked turn until the desired heading is reached, and the speed control automatically adjusts the throttle to maintain the desired airspeed. This approach uses the available autopilot systems as a pilot would, to adjust the aircraft’s course to the desired settings.

There is a straightforward limitation to this approach, which is the necessity for the presence of an autopilot system. In fact, many smaller, older aircraft do not possess an autopilot system, or it is only comprised of the already mentioned wing-levelers, capable only of maintaining a straight level flight (but unable to change altitude, heading or speed). The authors, however, feel that this limitation does not impose a major problem, since there are several commercially available autopilot systems for small unmanned aircraft, such as the Piccolo autopilot system, from CloudCap Technology [CloudCap Technology, 2008], which are usually used for the type of aircraft that are intended to be used in real-life experiments.

With this approach, there are limits that need to be taken into account when planning the maneuvering scenarios, such as the autopilot system limits for the bank angle, for instance. As previously seen, the bank of a plane influences the radius of the curve, and as such, a minimum radius for turns is calculated based on the aircraft cruise speed and maximum bank angle at the beginning of the simulation, and that minimum value is enforced on maneuvers that require the plane to move in a circular fashion.
Since these systems do not allow for a direct control of the bank angle (some systems have the capability to further limit the maximum bank angle to usually half of that value, to produce smoother flights), a circular path is a bit more complicated to achieve. For circular paths, several points along the turn are calculated, and used as a basis for heading determination. By providing the aircraft with regular changes in the desired heading, a smooth circular path is achieved. The number of points in the path is directly proportional to the difference between the desired radius and the minimum radius – if the desired radius coincides with the minimum radius at the current aircraft speed, there is no need to use more than two alternating points to update the heading control. As with the PID approach, this approach also requires frequent communication with the aircraft, in order to send the desired values for the autopilot system.

6.3.1.3 AI Autopilot

The third approach makes use of the AI autopilot within the simulator to control the aircraft. This AI autopilot can be used in every aircraft, independently of the existence of an autopilot system such as the one described in the previous approach. It is used by the simulator to guide the generated air traffic from departure to arrival airports.

As with the previous approach, this autopilot also features limitations, namely the bank angle. When an autopilot system is available, the maximum bank angle is used to calculate the minimum radius for a turn, just as in the previous approach. When no autopilot system is present, the default value of twenty-five degrees is used – this is the most common value for autopilot systems, and experimental activities have demonstrated that this is also the most usual value for this AI autopilot.

This approach has, however, a few more limitations. In this case, all navigation is based on waypoints, which specify not only the latitude/longitude/altitude coordinates of the desired point, but also the desired speed or throttle percentage to be applied. Having this limitation in mind, and similarly to the previous approach, several points have to be calculated and fed to the aircraft for circular paths. This approach, however, does not require frequent communication with the aircraft – all points of a maneuvering sequence can be sent at the same time, in a waypoint list structure. The exception to this behavior is the existence of loops in the path – if a portion of a path is to be repeated until some external event occurs (such as human intervention), the waypoints that represent that loop have to be sent at the beginning of that loop, with a flag indicating that after the last waypoint, it should return to the first; when the loop is to be broken, the remaining waypoint must then be sent, replacing the previous ones.

6.3.1.4 High-Level Maneuvering and Waypoint Computation

In order to compare these methodologies, some high-level maneuvers were considered, namely the 'go to point' instruction, the 'circle' and the 'helix' maneuvers. Additional instructions could be issued to the aircraft, including desired airspeed, heading or altitude and target vehicle interception. These additional instructions would force the aircraft to accelerate or decelerate to attain
the desired airspeed, turn and maintain the desired heading or climb or descend in order to reach and maintain the given altitude. The target interception instruction provides the aircraft with the most probable point of interception with the target vehicle, if possible (aircraft and target vehicle speed, distance and heading are used to determine if interception is possible), updating the interception point every few seconds. The three first instructions are sufficient to assess the efficiency of vehicle control for the purposes of this test, since other maneuvers can be achieved by using a combination of the first ones or a similar method – for instance, changes in altitude can be achieve by using two ‘go to point’ instructions, changes in heading can be achieved by using a ‘circle’ maneuver with a fractional number of laps, and even takeoff and landing operations can be achieved resorting to several ’go to point’ instructions.

The ‘go to point’ maneuver has three obvious parameters: latitude, longitude and altitude of the point to be reached. The altitude is perceived as altitude above the mean sea level (and not altitude above ground level). The circle maneuver, also called loiter, is defined by the central point (latitude, longitude and altitude), the radius of the circle and the number of laps, if not to loop indefinitely. The helix is defined by a central line (latitude and longitude), the initial and final altitudes, the radius of the helix and the number of laps. As previously mentioned, the radius for the last two maneuvers is conditioned by the aircraft’s maximum bank angle and airspeed. Also, the number of laps to be executed in the helix maneuver is constrained by the difference between initial and final altitudes and the aircraft’s maximum safe rate of climb/descend (vertical speed). Algorithm 3 and 4 illustrate how the circle and helix maneuvers are computed.

Algorithm 3 Circle Maneuver Algorithm

CircularList points ← generatePoints(center, radius)
  if AddingManeuver then
    position ← getLastPoint()
  else
    position ← getCurrentPosition()
  end if
waypoints ← orderPoints(center, points, position, turnSide)
  if nTurns ← 0 then
    waypoints[waypoints.Length − 1].Flag ← WRAP_TO_FIRST
    return waypoints
  else
    wps.Length ← waypoints.Length × nTurns
    for i = 0 to wps.Length − 1 do
      wps[i] ← waypoints[i mod waypoints.Length]
    end for
    return wps
  end if

In order to compute the points used by the latter two maneuvers in the two approaches that use autopilot systems, some considerations were made. First, the number of points to consider is directly proportional to the difference between the intended radius and the aircraft minimum turn radius – Alg. 5 illustrates how these points are determined. Second, and most importantly,
Algorithm 4 Helix Maneuver Algorithm

CircularList points ← generatePoints(center, radius)
if AddingManeuver then
  position ← getLastPoint()
else
  position ← getCurrentPosition()
end if
waypoints ← orderPoints(center, points, position, turnSide)
wps.Length ← waypoints.Length × nTurns
for i = 0 to wp.Length − 1 do
  wps[i] ← waypoints[i mod waypoints.Length]
end for
step ← (finalAltitude − initialAltitude)/(wp.Length − 1)
for i = 0 to wp.Length − 1 do
  wp[i].altitude ← initialAltitude + step × i
end for
return wp

The order in which those points are presented can deeply influence the path of the aircraft. For a smoother transition, a tangential approach to the virtual circle is preferred, especially when the circle has a radius closer to the minimum turn radius. The following algorithm was used to determine the first point and the order of the remaining points: a list of points is determined for the given radius, ordered as to form a circle; the distances between the aircraft and the points are determined; the first point is the \((N/2)^{th}\) closest point to the aircraft, \(N\) being the number of points in the circle; the second point is the point further away from the aircraft, chosen among the two points that are adjoining the first point in the original list of points. The remaining points are determined according to the order in which they were initially determined, as shown by Alg. 6. Figure 6.12(a) illustrates the choice of the first and second points in a hypothetical 8-point circle and subsequent direction of turn.

Algorithm 5 Generate Circular Points Function

nPoints ← determineNPoints(radius, vehicle.getMinTurnRadius())
headingStep ← 360/nPoints
for i = 0 to nPoints − 1 do
  points[i] ← addDistanceHeading(center, radius, headingStep × i)
end for
return points

The current aircraft position is used if the circle or helix maneuver is to be executed immediately. If the maneuver is to be queued after other maneuvers, the final point of the previous maneuver is used. Also, the aircraft position to consider may be adjusted to a position where the aircraft’s heading is towards the region of the desired maneuver, considering a turn with the minimum radius at current speed, as illustrated in Fig. 6.12(b).
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Algorithm 6 Order Circular Points Function

\[
\text{distances.Length} \leftarrow \text{points.Length}
\]

\[
\text{for } i = 0 \text{ to } \text{points.Length} - 1 \text{ do }
\]

\[
\text{distances}[i] \leftarrow \text{distance(position, points}[i]\text{)}
\]

\text{end for}

\[
\text{distances.Sort(}()
\]

\[
\text{firstPoint} \leftarrow \text{points byDistance(}\text{distances}[\text{points.Length}/2]\text{)}
\]

\[
\text{distanceOne} \leftarrow \text{distance(position, points}[\text{firstPoint} + 1]\text{)}
\]

\[
\text{distanceTwo} \leftarrow \text{distance(position, points}[\text{firstPoint} - 1]\text{)}
\]

\[
\text{secondPoint} \leftarrow \text{points byDistance(max(distanceOne, distanceTwo))}
\]

\[
\text{waypoints.Length} \leftarrow \text{points.Length}
\]

\[
\text{for } i = 0 \text{ to } \text{waypoints.Length} - 1 \text{ do }
\]

\[
\text{if } \text{distanceOne} \geq \text{distanceTwo} \text{ then}
\]

\[
\text{waypoints}[i] \leftarrow \text{points}((\text{firstPoint} + i) \mod \text{points.Length})
\]

\text{else}

\[
\text{waypoints}[i] \leftarrow \text{points}((\text{firstPoint} - i) \mod \text{points.Length})
\]

\text{end if}

\text{end for}

\text{return waypoints}

6.3.1.5 Experimental Settings

Different experimental conditions were recreated for each control approach, with three main controllable variables – aircraft type, weather conditions and maneuver sequence.

Different aircraft types were used to assess how generic the approach was, or if it had limitations, namely regarding the size or type of aircraft. A total of three distinct aircraft were used in the experiments:

- **Piper J-3 Cub.** A single-engine two-seater light aircraft, with a wingspan of 10.6 meters and a maximum speed of 74 knots – Fig. 6.13(a);
- **Beechcraft Baron 58.** A twin-engine six-seater with a wingspan of 11.5 meters and a cruise speed of 200 knots – Fig. 6.13(b);

- **Bombardier Learjet 45.** A twin-engine-jet nine-seater with a wingspan of 14.6 meters and a cruise speed of 464 knots – Fig. 6.13(c).

Since this project is to be used with small to medium-sized aircraft, there was no need to conduct the experiments with larger or faster aircraft. Although the Piper J-3 Cub does not possess an autopilot system, it was important to include this aircraft, as to test the performance of the two other approaches on a smaller, slower plane.

Different weather conditions were used to test the control performance under adverse conditions, and to see how flexible the approach was to the existence of uncontrollable and unpredictable external factors. The experiments were conducted under two different weather conditions: 'fair weather' (shown in Fig. 6.13(a) and 6.13(c)) and 'gray and rainy' (shown in Fig. 6.13(b)). Harsher weather conditions were not tested, since the intended aircraft do not usually fly under more adverse weather conditions.

![Figure 6.13: Piper J-3 Cub, Beechcraft Baron 58 and Bombardier Learjet 45](image)

Different high-level maneuvering sequences were also tested, as to assess how the approach would handle maneuver transition and how smooth the final flight would be. Basic high-level components were used to compose the three maneuvering scenarios used in the experiments. These high-level instructions include a 'go to point' command, indicating that the aircraft should pass through a given latitude/longitude/altitude point; circle, indicating that the aircraft should circle a given point with a given radius, either one time or continuously; helix motion, either climbing or descending from one initial altitude to a final altitude though a series of turns around a central point.

All experiments begin with the selected aircraft stopped in the end of a runway (34R) of the selected airport – Seattle-Tacoma International – with idled engines, facing the runway (see Fig. 6.13). The first command of the maneuvering sequence is always a 'go to point' command, with a point directly in front of the aircraft, approximately 500 feet above the runway, in order to assure both a smooth takeoff and that the aircraft attains its cruise speed. Slight variations in the scenarios were introduced for the three aircraft, due to their different cruising speeds. As already mentioned in the section above, the radius of a banked turn is proportional to the square of the
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velocity of the aircraft, and hence, a larger radius was used for faster aircraft in the circle and helix commands. As a result, other commands were also modified in terms of longitude/latitude, in order to accommodate for the larger radius of these commands, in an attempt to maintain the overall proportions between the several control points.

Data from the simulation sessions was collected, as to be further analyzed, as described in the following section.

6.3.1.6 Results

The results attained through the conducted experiments, as described in the previous section, are presented here divided into two categories for a more structured arrangement – communication necessities and maneuver effectiveness.

Communication Necessities

The first dimension that was analyzed is communication requirements. Although this is not a major issue when working in a simulated environment, the future use of real vehicles connected to the platform requires this to be analyzed. In this subject, the third approach is far less demanding. While both the first and second approaches need to communicate with the aircraft at regular intervals, the third approach only communicates in the beginning of the experiment and, in the case of the third scenario, two other times, due to the existence of a user-controlled loop.

In a more detailed view, the first approach needs to send elevator, throttle and aileron data at regular intervals. In the experiments that were conducted, the values were sent every second. Although this was more than enough for the simulated experiments, it is believed that this kind of approach would require, in real live, more frequent adjustments to the aircraft controls to produce a stable flight. The second approach also sent data at regular intervals, even though a higher two-second interval was used. The data sent in this approach consists of heading, speed and altitude values for the autopilot knobs. With the third approach, and considering the mentioned exception of user-controlled loops, all data is sent beforehand. This data consists of a list of a waypoint-describing structure, containing the latitude, longitude and altitude of the point, desired speed or throttle and some flags, indicating how the waypoint should be interpreted.

Maneuver Effectiveness

Maneuver effectiveness was evaluated on a more subjective level, by analyzing and comparing the paths the aircrafts flew through. On a more immediate level, the experiment flights were accompanied in real-time, using both the simulator’s graphical interface and the developed monitoring tool. This tool uses collected aircraft data as well as information about the determined waypoints to display the current position and orientation of the aircraft, as well as the positions and order of the various waypoints. This was done using the Google Maps and Google Earth APIs, to render the desired icons on top of the two- or three-dimensional representation of the surrounding environment in a plugin using an embedded web browser. Figure 6.14(a) shows the developed monitoring application, with the several waypoints that define a circle, and a visible aircraft between points five and six. In addition to this immediate and inaccurate visual
inspection of aircraft data, information about aircraft position, speed and attitude was collected at regular intervals and stored in a log file. The developed logging application then converted this information into two formats: KML format (Keyhole Markup Language), and CSV format (Comma-Separated Values), as can be seen from Fig. 6.14(b).

The first format, KML, allows for a visual inspection of the paths in an application such as Google Earth. Figures 6.15(a) and 6.15(b) show the results of two experiments conducted for the first scenario, using two distinct aircraft.

It is clear by analyzing both Fig. 6.15(a) and 6.15(b) how a faster aircraft required a change in the location of the circle and helix centers, in order to accommodate the increase of the minimum turn radius, maintaining at the same time a similar overall proportion. The CSV format can be imported to an external application, such as Microsoft Excel, which was then used to generate three-dimensional graphs, as to facilitate in a further, more thorough, inspection of the flight paths without additional visual distractions.

Figures 6.16(a) and 6.16(b) show the results from the two experiments above in three dimensional graphs. A more detailed assessment of the efficiency of the control approaches can be
made with these graphs, especially in the altitude dimension. As previously stated, experiments

![3D Graphs of Flight Paths A and B](image_url)

Figure 6.16: 3D Graphs of Flight Paths A and B

were conducted with three distinct aircraft, using three distinctive scenarios and under two different weather conditions. As to assess the influence of each of these three factors in the tested approaches, the results were evaluated by grouping experiments with two common variables and analyzing the results in respect to the third one.

Considering different aircraft, and as previously stated, the second approach could not be tested in the smallest aircraft, since there is no autopilot system available to the pilot. The first aircraft had a similar performance with both the first and third approaches. The second aircraft showed a slightly better performance when using the first and third approaches, compared to the second one. The third and largest aircraft had a comparable performance for all three approaches.

Regarding the three distinct scenarios, there were no significant differences among the three approaches. The three scenarios diverged in the complexity of the intended course, each scenario adding more maneuvers and decreasing the space between maneuvering areas. This caused the aircrafts to make more abrupt turns, but all approaches handled this without posing any problem.

In respect to the influence of weather conditions in maneuver effectiveness, they were similar with all three approaches. The resulting paths were a bit more unstable, presenting more variations in altitude and in some cases widening the radius of the circling maneuvers. In the cases when this happened, the second and third approaches were more susceptible to erroneous maneuvering. In three cases, when using the third scenario, two with the second approach and one with the third approach, the aircraft performed a full circle in order to pass through a point it had previously missed. As for the first approach, the influence of deteriorating weather conditions was also felt in the form of course shifting. This was particularly visible with smaller aircraft, performing circle maneuvers, each lap slightly warped in the direction of the wind.
6.3.1.7 Conclusions

From a more theoretical point of view, one can draw some conclusions from the three approaches that were devised. The PID controller approach is a general method, which works with any aircraft that has the necessary controls (throttle, aileron and elevator). However, it requires an almost constant communication with the aircraft, in order to send the current values. Moreover, most aircraft now have some sort of autopilot system, which performs the same calculations as the PID controller, and, most probably, in a more effective manner, having the gains already tuned for the specific aircraft. The autopilot approach is not a general method, as can be seen from the chosen aircraft for the experimental activities – not all aircraft have autopilot systems. Moreover, it also requires an almost constant communication with the aircraft, just as the first approach. It does, however, require a lot less calculations to be made in the control agent side, leaving them to the autopilot system. The third approach is also a general approach, given that any aircraft can be used with the AI autopilot system. It is far less demanding in what concerns to communications requirements, since it only needs to communicate once. This is, however, a burst in communication, with far more data to be transmitted than any of the other methods. In addition to that, some substantial waypoint calculation has to be previously performed by the control agent.

From a more practical point of view, one has to consider the results that were attained through experimentation, as presented in section 6.3.1.6. In respect to maneuver execution effectiveness, there are no significant differences among the three approaches. However, and although the second approach is viable when dealing with real aircraft, it is not practical to use that approach in the simulated environment, since it would exclude some aircraft from being used. The use of different aircraft does not seem to influence the performance of the approaches, with the only visible impact being the increase of the turn radius caused by the increase of the aircraft speed. Also, all approaches seem to be equivalently affected by deteriorating weather conditions, although the autopilot-based approaches are more susceptible to missing one waypoint. This can, however, be easily corrected if one increases the distance at which the aircraft is considered to have reached a waypoint when the weather conditions deteriorate. Regarding communication requirements, one has to conclude that the third approach, based on the AI autopilot, is the best approach, since it does not require a constant communication with the aircraft, and therefore the possibility of error due to a failure in the communication with the aircraft is reduced to a minimum. The first two approaches, which had to communicate every second or once every two seconds, are more susceptible to errors caused by a communications malfunction, which could lead to an erratic maneuver performance, or even to more serious and unpredictable consequences, if the communication breakdown extents for a longer period of time. With the third approach, and even in the case of a complete communication crash, the aircraft would simply continue with the original flight plan and return to the base as originally intended to.

Considering the results obtained from the conducted experiments, the third strategy – AI autopilot – was chosen as the control strategy for vehicles within the simulator.
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6.3.2 Vehicle Maneuvering Control

Maneuvering of a vehicle is performed by putting together basic maneuvers, available in an internal API. The basic maneuvers presented in section 6.3.1.4 were used, in conjunction with other higher level maneuvers and actions:

- **Go to Point.** This maneuver directs the vehicle to a specific point in space, identified by its coordinates – latitude, longitude and altitude (which, in the case of cars and boats, is always considered to be 0 ft. agl, which means it coincides with the altitude of the ground at the location of the maneuver). This basic maneuver is then used as a basis for the construction of other more complex maneuvers (given that the chosen vehicle control methodology accepts only a list of points – see section 6.3.1).

- **Circle.** In cars and boats, the altitude is always considered to be at ground level. In aircraft and submarines, the altitude can be configured, along with the center coordinates for the circle and its radius. Also, the direction of the circling motion can be specified (clockwise or counter-clockwise), as well as the number of laps (which can be fractional for just part of a circle, or unspecified for an unlimited number of laps).

- **Helix.** This maneuver is not available for cars and boats, but only for aircraft and submarines. It is similar to the circle maneuver, except that it contains both the initial and final altitudes for the helical motion. This maneuver allows aircraft and submarines to change altitude with a minimum change in the remaining coordinates.

- **Many Points.** This maneuver is comprised of a sequence of Go to Point maneuvers. It can be used when the desired maneuver does not match one of the provided shapes (circular and helical). It can be used either by land, air and water vehicles, and air vehicles can also use it for moving while on ground, during taxi operations.

- **Holding Pattern.** This maneuver is used when an aircraft requests an airport controller for landing, but the controller places it in a holding pattern, because the airport runways are being used, as already explained in section 6.2.2.1. The parameters for this maneuver are the location of the fix and the heading of the inbound leg.

- **Takeoff.** This maneuver is used by aircraft when departing from an airport. The maneuver is similar to a Many Points maneuver, except that all calculations are performed automatically, given the runway configuration and vehicle characteristics, so that the aircraft can takeoff in a smooth fashion.

- **Land.** This maneuver is similar to the previous one, but used by aircraft when landing on the airport. Point and speed calculations are also performed automatically, according to runway configuration and vehicle characteristics, as to provide a smooth and safe landing.

- **Intercept.** This maneuver can be seen as a set of maneuvers to be executed by the vehicle in order to intercept a second vehicle. The position and speed of both vehicles are taken into
account when determining the new direction and speed of the vehicle, in order to intercept
the second one.

All maneuvers have the possibility of being specified along with vehicle velocity. Other man-
euvering features can also be considered, such as Altitude, Heading or Speed set. Setting Altitude
or Speed will effectively change current maneuvers being executed by the vehicle, so that the alti-
tude or speed will match the desired values. Setting the desired Heading replaces currently loaded
maneuvers with a sequence of maneuvers that will stabilize the vehicle traveling with the desired
heading.

Maneuver control has two operational modes: online and offline. When using the online mode,
maneuvers can be added directly to the ones the vehicle is currently executing, or a new maneuver
can replace current maneuvers. Adding a maneuver to the ones currently being executed by the
vehicle implies a small temporal overhead, due to the need to synchronize the maneuvers currently
being performed by the simulator with the one being added, while replacing the current maneu-
vers is immediate. When using the offline mode, maneuvers are not sent to the vehicle until the
synchronization process is invoked. This allows for the construction of more complex maneuvers
to be made while the vehicle is still executing a previous set of maneuvers, and sent to replace
them at a precise moment. This offline mode presents the advantage of not having to wait for the
simulator to send data for each maneuver added to the maneuver set, thus reducing commu-
nication overheads. This offline mode is also very useful when the vehicle is being controlled by the
operator, since issuing operator-controlled loops and remaining maneuvers becomes easier.

6.3.2.1 Submarine Navigation

A special attention was devoted to submarine navigation, since the simulator does not support
underwater or depth simulation. As such, the Submarine Navigation Module, seen on Fig. 6.10,
was developed to introduce this component. A first approach consisted in assuming a linear depth
change along the submarine path, as shown in Fig. 6.17. Three waypoints (wp1, wp2 and wp3)
were specified, with depths of 10, 20 and 30 meters, respectively. The depth graph on the top right
corner of the image shows the depth of the vehicle, considering it is initially at the surface. The
ideal or desired vehicle route would describe a curve, passing through the three waypoints, and
the depth would vary in a linear fashion – in this case, three stages can be identified in the graph,
corresponding to the three legs of the course before reaching each of the three waypoints.

However, this approach does not account for the fact that the simulator considers that a vehicle
has reached a waypoint when the distance to the waypoint is less than a given value. This ‘way-
point reached’ radius has a profound impact in submarine navigation, when the previous approach
is used. Figure 6.18 shows the same waypoints as considered above, and a better approximation
of the actual route of the vehicle, considering the mentioned waypoint radius. As can be seen in
the depth graph, on the top right corner, the vehicle has abrupt depth changes, when a waypoint
is considered as reached. These fast variations are not in any way realistic, and a new approach
needed to be taken.
The selected approach consists in dividing the navigation space in two regions, separated by a line that passes through the waypoint being considered in the navigation. Figure 6.19 illustrates this concept, by showing the same three waypoints as considered above, and the distance calculation steps shown for the first waypoint. First, a line is considered between the initial vehicle position and the waypoint following the current waypoint – in this case, since the vehicle is moving towards wp1, line A will connect the vehicle to wp2; then, a perpendicular line B that intersects the current waypoint is calculated; finally, a line C is computed, from the initial vehicle position toward the current vehicle position until it intersects line B; this line C is used to estimate the current depth of the vehicle by using a simple linear approach. The transition to the following iteration occurs only when the vehicle intercepts line B. In the new iteration, the initial vehicle position to be considered is the point where the vehicle intersected line B.

This method guarantees better results than the first approach on most situations. However, some exceptions exist, as is the case of a vertical motion (considering submarines that can move vertically without lateral or frontal motion). In this particular case, factors such as the submarine’s maximum vertical speed need to be taken into account when computing the vehicle position. Another situation is when the vehicle is moving toward the final waypoint – in this case, since no additional waypoint exists to draw line A, line B is considered to be perpendicular to the line that connects the vehicle position when intersecting the previous waypoint to the last waypoint.

6.3.3 Agent Interaction

All interactions with other agents are performed via the agent communications platform. The interaction module is divided into smaller modules, each of which responsible for handling messages to and from a given agent type – see Fig. 6.10. This modularity helps increase code readability and maintainability. Interactions with ATC Agents were explained in detail in the previous section and interactions with the Disturbances Manager were also explained in the previous chapter.
Most interactions with other Vehicle Control Agents are used for planning and during mission execution.

Since the languages used to describe missions use high-level concepts, these have to be translated into lower-level constructs and concepts that can then be used to plan a given mission. These equivalences are kept in the Vehicle Control Agent, and new ones need to be coded in when new high-level concepts are introduced. Even though this may be seen as a limitation of the framework, the high-level concepts that have been described in the previous chapters for disturbances and missions are believed to represent a considerable portion of possible low-level concepts, and hence some new high-level concepts can be obtained by using lower-level constructs already present in the platform.

The initial capabilities of each vehicle, in terms of sensors and cargo, are known by every other vehicle within the team; however, the operational status of the vehicle is not known *a priori* by all teammates (a sensor may be malfunctioning, or the cargo may already have been dropped or unloaded). As such, when the mission file is loaded into the system, and transmitted to all Vehicle Control Agents (see section 3.2.2), they must determine which vehicles will participate in the mission. A simple strategy that has been implemented consists in each vehicle calculating an integer value, corresponding to the degree to which it matches the required sensors and/or cargo for the mission and its current availability to participate in the mission (which can be affected by its state, the amount of fuel it has, or by possible equipment malfunctions); a random decimal part is then added to this number, as to avoid (or at least decrease the probability of) repetitive numbers; each vehicle then broadcasts its number to the other vehicles in the team; finally, the vehicle with the highest number (the one that more closely matches the requirements for the mission) will act as the responsible vehicle for the specific mission. This vehicle will then initiate a process of selecting which vehicles will participate in the mission, according to the specifications of the mission file (see section 4.5) and the vehicles’ capabilities and availabilities. A simple selection
process consists in using the Contract-Net Protocol [FIPA, 2002]. The responsible vehicle sends a call for proposals to its teammates, to which each vehicles responds with its affinity for the selected mission; finally, the responsible vehicle selects the vehicle(s) that will participate in the mission, taking into consideration mission requirements and tips regarding the assets to be used for each phase of the mission (as seen in sections 4.5 and 5.2.5). An operational difference occurs when a mission is already underway, and a second mission is sent to the team. If there are any idle vehicles, the initial step considers only those vehicles (in an attempt not to disturb the current mission); however, if the idle vehicles are not capable of performing the mission on their own, the negotiation process is extended to consider vehicles already conducting the first mission. In this case, a situation may occur when all the vehicles in the team do not have the necessary resources to execute both missions (as specified by the mission requirements, as can be seen in section 4.5.1). At this point, the operator that issued the second mission is asked to define mission priorities, and the vehicles will first execute the mission with the highest priority.

Since a mission is composed of several phases, which may be dependent on one another, when the vehicles are selected for a given mission, the first mission phase or phases to be executed need to be determined. In order to account for possible mistakes introduced by the operator in the phase type attribute (base, conditional or extra), a simple verification is performed. For that, phase predecessors (see section 4.5.1) are analyzed, and a dependency graph is built. An analysis of this dependency graph determines which phases are not dependent on any other phases. The phases selected for immediate execution are determined by cross referencing the phases with no dependencies with the ones classified as base phases.

After determining the phases to be executed first, the vehicle responsible for the mission selects the vehicles that will take part on such phases, and sends them a message to start the mission. These vehicles may be all vehicles participating on the mission, or just part of them. For instance, in a mission with two phases – detect a fire and drop water on it –, and the second one dependent on the first, different vehicles may be required for each phase – smaller vehicles equipped with
the appropriate sensors to detect the fire and larger vehicles containing the desired cargo for the second phase; in this case, only the smaller vehicles should begin the first phase, while the larger ones should wait for a fire to be detected before departing from the base of operations. The selection of the vehicles that should participate in the initial phases also takes into consideration the requirements and tips for these phases.

The current implementation of the Vehicle Control Agent does not contemplate all items included in the phase tips. In more detail, formations, search pattern, search area division method and strategy are not yet implemented. There are several approaches to formation movement using several vehicles, both in two- and three-dimensional environments (see section 2.2.3). The coding modularity used in the platform allows for the possibility to code several approaches to formation flying and use one of them selectively. This allows the platform to be used for this research niche, comparing several methods and possibly helping in the development and analysis of a new methods. Several search patterns can be found in literature regarding search & rescue operations (see sections 1.3 and 4.5.2). The implementation of a search pattern for a single vehicle for a given mission area can be achieved by using several waypoint calculation methods (each associated with a given search pattern) that use the available vehicle basic maneuvers (see section 6.3.2). However, it is desirable to combine a given search pattern with a given formation, so that several vehicles can execute the search in an effective manner. Also, the search area division method to be used can be chosen from one of several methods that have been presented by the community [Schneider-Fontán & Matarić, 1998] [Jäger & Nebel, 2002]. The strategy to be used by the team (tactics and activating conditions) may be implemented in the near future, using activation conditions determined by a set of methods that subscribe to information from the simulator and raise events when such conditions are met. Another method subscribing to these events will determine the appropriate actions to be taken, according to the currently active conditions and the strategy definition.

6.3.4 Summary

In this section, the Vehicle Control Agent was described in more detail, and its internal architecture was introduced, as well as the interface used for development and tests. First, a major implementation decision regarding the manner in which the vehicles are controlled within the simulator was presented. The three considered approaches were described in detail, and the experiments that were conducted in order to choose the approach that optimizes communication requirements and maneuver effectiveness were presented, along with an analysis of the obtained results. Then, the set of available high-level maneuvers used to control the vehicles was presented, and some implementation details regarding submarine navigation (which the simulator provides no support for) were described. Finally, some information regarding interaction among Vehicle Control Agents is presented, focusing on how vehicles are assigned to missions and phases.

The following section describes the agent communication platform used to facilitate communication among agents.
6.4 Conclusions

This chapter presented an overview on the Agent Communication Platform and also the two autonomous entities of the developed platform – the ATC Agent and the Vehicle Control Agent.

First, section 6.1 presented a few considerations regarding the chosen agent communication platform, and described how some of its services are used.

Before introducing the ATC Agent, an overview on ATC operations was presented, along with a brief description of some work that has been developed for both real ATC operations and traffic control. Then, the ATC Agent was described, detailing several implementation details, namely the interactions with the Vehicle Control Agent, and the specifics of ATC protocols and operations. The results on the conducted experiments were also presented, which both validated the approach and exposed several possibilities for increasing the performance of this agent.

Section 6.3 described the Vehicle Control Agent, providing with an overview of its internal organization, and detailing several modules – first, a detailed analysis was presented, describing how this agent and the chosen simulator interact with each other, so that the Vehicle Control Agent can control any vehicle within FSX; then, the maneuvering control module is outlined, describing the existing high-level maneuvers and how these are mapped into the simulator, and also detailing the specifics of submarine navigation; finally, a brief description of interactions among Vehicle Control Agents is presented.

This chapter, allied with the previous one, and the overview of the platform architecture, presented in section 3.2, provides with a better idea of the potential of this platform in several research areas.
Chapter 7

Conclusions and Future Work

This chapter provides with an overview of the achieved results, containing a summary of the contributions presented herein, their originality and limitations, as well as several lines for improvements and future developments.

A platform was designed and developed that can support the execution of several missions by a group of autonomous vehicles. The design of the platform’s architecture, as presented in chapter 3, brought forward a secondary contribution, concerning the design of systems that include mobile robotic vehicles – the generic model presented in section 3.1 can significantly reduce most of the common design tasks and implementation difficulties, while at the same time providing a high-level overview of the system as a whole.

The first task after designing the platform architecture, the choice of a simulator, also led to the construction of an evaluation method for simulators, as presented in section 5.1.1. As such, four main categories were used to evaluate the simulators (simulation engine, graphics, fault injection and openness), each of which evaluating several features of the simulator. In addition to the four considered categories, a fifth category can be considered, which may include the cost of the simulator (often considered when comparing different platforms) and any additional idiosyncratic simulator features. This process led to the choice of Flight Simulator X as the simulator for the platform.

Besides the simulator, the platform includes several other components, as presented in chapters 5 and 6. Some of these components provide the foundations to carry out research in several specific areas, such as centralized traffic control or performance analysis in multi-agent systems with autonomous vehicles.

The Control Panel constitutes the main interface between the platform and the operator, allowing for the configuration of most of the aspects regarding both the platform and mission specification. Several usability concerns were taken into consideration when developing this interface component, and several improvements can be thought of, which would most likely increase usability and decrease the time taken to configure a mission.
The Disturbances Manager simulates the behavior of elements anomalous to the environment, and communicates both with the simulator and with Vehicle Control Agents, simulating vehicle sensor readings when in sensing range of a disturbance.

The Monitoring Tool allows for both a macro and micro vision of the simulation session, presenting a graphical overview of the team vehicles, and also the possibility to monitor, in real-time, several simulation parameters for each vehicle.

The Logging Mechanism generates several files for each simulation, which allows for both a mission replay and analysis, by the Performance Analysis Tool. This tool, based on these log files, evaluates the performance of the team when executing the mission. This performance evaluation is determined according to a profile, defined by the operator, which is constituted by several metrics, which can relate to either a single vehicle or all team vehicles. It also allows for several sessions to be combined, to produce average results in order to mitigate the effect of possible outliers, and to compare simulation sessions (thus comparing different algorithms, methods or strategies used in the different sessions).

The ATC Agent directs traffic on and around a base of operations, in a centralized manner, allowing for research to be conducted over centralized vs. decentralized traffic control, and also to compare several traffic control algorithms.

The Vehicle Control Agent constitutes one of the main components of the platform, each instance representing a vehicle in the team. It is responsible for mission planning and several other aspects regarding mission execution. Vehicle maneuvering within the simulator was implemented taking into account the specifics of the simulator, including the need to develop a module for submarine navigation.

Four languages (Scenario, Team, Disturbances and Mission) were developed in order to allow for a detailed and flexible configuration of the several elements that altogether enable the mission to be performed with the specified criteria. Classified as Static vs. Dynamic and Environment- vs. Team-Oriented, these languages allow for the specification of almost every aspect involved in the simulation, from the physical scenario in which the mission will take place and the disturbances that exist in that scenario to the definition of team composition and capabilities, and the definition of the mission to be executed. SDL describes a set of bases of operations, global control structures (traffic controllers and no-fly areas) and defines existing vehicle types. DDL defines the vehicles that compose a team, as well as team-specific restrictions, such as the bases of operations it can use, or additional no-fly areas. DDL specifies all disturbances in the environment, and their behavior details. Finally, MDL allows for the specification of a mission comprised of several phases, each with possible requirements and soft constraints, as well as targets (on which actions of different classes can be performed). These languages allow for a flexible specification of several elements:

- By combining SDL and TDL, vehicles can be created and simulated that are characterized by heterogeneity at several levels – vehicle type (aircraft, ground, water or underwater vehicles), characteristics (cruise and maximum speeds, fuel consumption, aircraft operational altitude and range, among several others) and sensors and/or cargo they transport.
• Using DDL, several types of disturbances can be specified – living beings (such as people or animals), natural occurring phenomena (such as fires, or hydrothermal vents) and human-induced events (such as pollution), or vehicles (be it water, air or land vehicles). The flexibility of DDL allows for disturbances to be created in either a specific or random point of space and time; disturbances can be either stationary or mobile (including a number of distinct motion patterns), with a variable number of components, each with fixed or variable size (including dispersing patterns), a possible simulation representation, and requiring different sensors to be detected.

• Using MDL, several mission classes can be identified. As stated in section 5.6, these include Search (Detect), Detect Origin, Measure, Follow, Load/Unload and Transport. Some of these mission classes (namely the Detect, Detect Origin and Follow) can be further detailed, according to the classification of the target:

  – **Multiplicity (Single vs. Multiple).** There can be only one target to be detected/followed, or there can be multiple targets.

  – **Motion (Stationary vs. Mobile).** The target can either be motionless, remaining at a fixed location, or it can be mobile, its location changing throughout the simulation whether on a predicted path or in a random manner.

  – **Size (Constant vs. Variable).** The size of a target can remain the same throughout its existence, or it can change over time.

  – **Detection (Simple vs. Combined).** The target may require only one sensor to be detected (in which case one vehicle is enough to detect the target), or it may require several sensor readings to be combined in order to confirm the presence of the target (in which case one vehicle may not be enough for detection).

This classification can be used to determine a relative difficulty level of the mission being performed by the team. This information can also be useful when creating metric profiles to evaluate a given mission – a profile designed to evaluate a mission with only one stationary target, with constant size and simple detection will probably differ from a profile designed to evaluate a mission with multiple mobile targets with variable size and requiring a combined detection.

These languages provide with a means to configure scenario and disturbances to it, as well as team composition and missions, in a systematic manner. This circumvents the use of ad-hoc configurations or specific coding, making them not only a powerful configuration tool for multi-vehicle systems, but also a good candidate to standardize scenario, team, disturbances and mission definition in similar platforms.

By using XML, several desired characteristics were achieved – extensibility, data validation and system-independence. In fact, each of the four languages can easily be extended by editing the corresponding Schema, and with the aid of automated tools, namely, the XML Schema Definition
Tool, the developed applications can rapidly be altered to meet the changes made to the languages. Data validation is also achieved by the use of XML Schema, so that both structure and content can be validated. Also, the languages are easily read by both humans and machine, and its content understood by any human, expert on the domain or not. Most of the concepts present in the developed languages are high-level concepts, which promotes their use by non-experts.

7.1 Summary of Contributions and Limitations

As described above, several original contributions can be found throughout this document:

- The general model for multi-robot systems presented in section 3.1.
- The specific implementation of the general architecture, as presented in section 3.2, with the use of a simulator that allows for a complex environment to be simulated and provides a realistic visual feedback [Silva et al., 2009b] and several other components.
- The high-level languages for the definition of scenario, teams, disturbances and missions described in chapter 4, along with their classification as scenario- vs. team-oriented and static vs. dynamic.

A user manual has also been written, as to allow a quick familiarization with the developed platform [Silva, 2011]. It contains an overall description of the platform, an installation guide for the several components (Flight Simulator X, AgentService and registry configuration and other necessary components), a detailed guide for using the several components, with a focus on the Control Panel, and also a development guide, describing the implementation details of the several components and guidelines for future developments.

The limitations of this work are visible in the current implementation since some functionalities are only available for aircraft, but not fully functional for ground or water and underwater vehicles – for instance, the ATC Agent can currently only handle airports and air traffic.

7.2 Future Work

Some extensions and new functionalities can be identified to constitute future work lines, based on the developed platform:

- Expansion of the ATC Agent for land and water traffic, in ports and ground bases. This expansion is deemed to be rather simple, given that the same data structures are used to describe roads, waterways and the airport taxiway network.

- One of the expansions that could be implement is related to failure. One module would be developed to be responsible for injecting failures into existing vehicles (either immediately or at pre-programmed times) A second module would be responsible for monitoring the vehicle status, and detecting failures with the vehicle. The vehicle would then have to make operational decisions based on the type of failure.
• Expansion to the real world, by developing external modules in order to communicate with actual vehicles. This would allow for the framework to function in a virtual, augmented or real environment. The architecture already foresees this possibility and aside the external module, it only requires some adaptations to the Vehicle Control Agent.

• Extend the implementation of the Disturbances Manager to consider all possibilities currently allowed by DDL. Also, more dispersion models and growth predefinitions can be added to the DDL definition and to the disturbances section of the Control Panel.

• Another feature that can be implemented pertains to simulation using multiple simulators – this subject was already mentioned in section 5.1.2.1. In order to use multiple simulators, almost every module of the platform must be adapted, in order to support multiple connections to the various simulator instances. Furthermore, the Vehicle Control Agent will have to be able to perform the change from one simulator to the other, when crossing simulator coverage areas.

• In respect to the agent communication platform, a task that could be done consists in changing the model for message reception. While the current model is based on polling, it may be desired that message reception be based on an event being triggered when the message is sent to the destination. Other tasks that can be thought of, when considering this platform, are improving the working of the platform in federation mode, and the security and efficiency of communications.

• The possibility to import airport files directly from FSX scenario files (such as tools like ADE and AFX do), and allow for a graphical interface for the construction of airports, ports and ground bases to be used in the Control Panel.

• A complete description of the road system, as well as maritime and aerial routes (or at least the corridors for the airports) could also be included, either as information explicitly present on the files, or as a specification of a source for the information, such as a GIS-based database or an external service [Huang et al., 2009].

• Related to the previous feature, and when considering vehicles or persons, an additional improvement to DDL would be to consider some degree of intelligence in the vehicle/person course planning. For instance, instead of providing the entire path for a vehicle to traverse, the user could simply specify the departure and arrival points; based on the road network topology (and possibly taking into consideration current traffic conditions, which would require a connection to a real-time traffic information system), the vehicle would then determine the best course to reach its destination.

• The use of disturbance templates is also a possibility, as to allow for the automatic filling of several details of a disturbance definition, given its type. For instance, when creating a new fire, part of the fields could be filled, and standard fire components automatically generated with standard information.
Conclusions and Future Work

- Additional features could also be considered, such as the activation of a disturbance by a trigger. For instance, and considering a military context, one popular mission is known as Wide-Area Search & Destroy (WASD), where a team of Unmanned Aerial Vehicles (UAV) has to fly over a given area in search for an enemy target (as is the case of surface-to-air missile (SAM) bases), and destroy it after a positive identification has been made [Stolarik, 2007]. In this context, it is often the case that SAMs are fired when a vehicle is detected, thus increasing the difficulty of the mission. This could be attained by introducing a new start type in the disturbance availability element – a trigger (which, in this case, would be the presence of a vehicle within the detection range of the SAM). This would also require that disturbances and vehicles interact at another level, and vehicles to be able to suffer damages (this requires the failure-related feature described above to be implemented).

In sum, this dissertation introduced an architecture for a platform that allows for multi-robot missions to be performed autonomously. These missions are configured using four description languages – scenario, teams, disturbances and mission – which are categorized as static vs. dynamic and scenario- vs. team-oriented. The developed platform not only implements the proposed architecture but is also flexible and modular enough as to allow for several developments to be added to it and can also act as a research platform for several specific areas.
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Appendix A

Gaia SPEM Model

This appendix presents the Software Process Engineering Metamodel (SPEM) model for an extended version of the Gaia methodology. SPEM is a notation used to describe a concrete software development process. Previous work on this specific field includes a model for the original version of Gaia [Garro & Turci, 2003]. This model was produced by the FIPA\(^1\) Methodology Technical Committee using the previous version of SPEM, version 1.1 [OMG, 2005]. Other works include [García-Ojeda et al., 2006] (the authors use SPEM to describe the integration of Gaia with AUML) and [Moraitis & Spanoudakis, 2006] (SPEM is used to describe the integration of Gaia with the JADE platform\(^2\)). In this work, we use SPEM version 2.0 ([OMG, 2008]) and the modeled version of Gaia was based on Gaia v.2 (as described in section 2.1.7), plus the roles and interaction diagram as proposed in [Castro & Oliveira, 2008]. We present only the higher-level models of the Gaia methodology, but not the more detailed diagrams. For those diagrams, refer to [Garro & Turci, 2003].

Figure A.1(a) shows a list of some of the stereotypes as defined by SPEM 2.0. Even though the ‘UML / formal model’ is not defined by the SPEM 2.0 specification, it was included as a legacy stereotype – we considered that it would be helpful to have this stereotype present, to help identify work products with a formal presentation (either UML diagrams or other formally structured models).

The Gaia methodology is here divided into four stages – Requirements Gathering, Analysis, Architectural Design and Detailed Design (see Fig. A.1(b)). Even though the first stage is not actually part of the Gaia methodology, it is present to formally introduce the requirements statement document (Fig. A.2(a)), which is the basis for the remaining stages.

The second stage (analysis) has the objective of developing an understanding of the system and its structure, and a total of five work products (models that can be expressed using schemata templates or informal textual descriptions) are produced – see Fig. A.2(b). The architectural design stage is intended to transform the analysis models into a level of abstraction sufficiently low so that traditional design techniques may be applied in order to implement agents, and involves four work

---


products (including the roles and interaction diagram, as proposed by [Castro & Oliveira, 2008]) – see Fig. A.3(a). Finally, the detailed design stage involves two work products (Fig. A.3(b)): agent model and service model.

The entire process is described in Fig. A.4(a), which depicts all stages of the Gaia process, and the group of documents produced at each stage.

The analysis stage identifies the sub-organizations present in the system, produces an environment model, a preliminary version of both roles and interaction (patterns of interaction between different roles) models, and the organizational rules (Fig. A.4(b)).
The architectural design stage identifies the organizational structure, details both the roles and the interaction models, and creates the role and interaction diagram – see Fig. A.5(a).

The detailed design stage involves generating two models: the agent model and the services model. The agent model identifies the agent types that will make up the system, and the agent instances that will be instantiated from these types. The services model identifies the main services

---

Figure A.3: Architectural and Detailed Design Packages

Figure A.4: Gaia Process and Analysis Stage

(a) Gaia Process

(b) Analysis Stage
that are required to realize the agent’s role (Fig. A.5(b)).

Figure A.5: Architectural and Detailed Design Stages
Appendix B

Dialect Schemas

This appendix contains the reference for the developed dialects (SDL, TDL, DDL and MDL), presenting a visual representation of the XML Schema for each dialect\(^1\). In order to handle elements common to two or more of the dialects (as explained in section 4.1.1), common elements were placed in a file imported by the main schema file of each dialect – common.xsd.

B.1 Common Elements

This file contains several elements that can be used by the four dialects. Some of these elements are simple textual elements, such as purposes, designation, description, history, surface or the decimal element dragCoefficient. Other elements contain attributes, such as the ones shown in Fig. B.1(a) through B.1(f) (one attribute), and also in Fig. B.2(a) through B.2(c) (two attributes).

Some additional elements included in this file are depicted below. Figure B.3(a) shows the ContactPerson element, used by both SDL to specify the contact person of a base of operations and TDL to specify the contact person of a team. Figure B.3(b) shows the Availability element, used by the Area element and also in SDL for the base of operations. Figure B.4(a) shows the Dimensions element, used to specify vehicle payload dimensions in SDL and sensor dimensions in TDL. Figure B.4(b) shows the RelativeLocation element, used in SDL to specify the relative location of each payload in respect to the geometrical center of the vehicle. Figure B.5(a) shows the Polygon element and Fig. B.6(b) shows the Circle element, both used by the Area element, shown in Fig. B.5(b). Figure B.6(a) shows the Coordinates element, used by elements of SDL, DDL and MDL and by the Location element, shown in Fig. B.8(a). Figure B.7(a) shows the TimeInterval element, while Fig. B.7(b) shows the TimePoint element. Finally, Fig. B.8(b) and B.8(c) show the Mobility and Medium elements, respectively.

\(^1\)The complete schema files are available from http://www.fe.up.pt/~dcs/phd/
Figure B.1: Weight, Heading, Quantity, Sense, MaxDepth and MaxVerticalVelocity Elements

Figure B.2: FuelFlow, EnergyFlow and Cargo Elements
B.1 Common Elements

(a) ContactPerson

(b) Availability

Figure B.3: ContactPerson and Availability Elements

(a) Dimensions

(b) RelativeLocation

Figure B.4: Dimensions and RelativeLocation Elements

(a) Polygon

(b) Area

Figure B.5: Polygon and Area Elements
Figure B.6: Coordinates and Circle Elements

Figure B.7: TimeInterval and TimePoint Elements

Figure B.8: Location, Mobility and Medium Elements
B.2 Scenario Description Language

The SDL definition is shown in the following images. Figure B.9(a) shows the root element, *Scenario*. Figure B.9(b) shows the *BaseOfOperations* element, which is detailed in the following figures.

The *Airport* element is depicted in Fig. B.10, and Fig. B.11 to B.15 show the several elements that compose the airport – runway, taxiway, helipad, parking, hangar and utilities.

The *Port* element is shown in Fig. B.16(a), and Fig. B.16(b) to B.18(b) show the several elements that compose the port – waterway, quay, mooring, slipway and dry dock.

The *GroundBase* element is depicted in Fig. B.19(a), and Fig. B.19(b) to B.20(b) show the elements that compose the ground base – road, parking and garage.

Figure B.21 shows the *Controller* element, which allows for the specification of traffic control agents.

Finally, Fig. B.22 shows the *AgentType* element, and Fig. B.23 to B.25 show its constituent elements – RealAgentType, Physical and Performance.

![Figure B.9: Scenario and BaseOfOperations Elements](image-url)
Figure B.10: Airport Element
Figure B.11: Runway Element

Figure B.12: Taxiway and Helipad Elements
Figure B.13: Parking Element

Figure B.14: Hangar Element
Figure B.15: Utilities Element
Figure B.16: Port and Waterway Elements
B.2 Scenario Description Language

Figure B.17: Quay and Mooring Elements
Dialect Schemas

Figure B.18: Slipway and DryDock Elements

Figure B.19: GroundBase and Road Elements

Figure B.20: ParkingGround and Garage Elements
B.2 Scenario Description Language

Figure B.21: Controller Element

Figure B.22: AgentType Element

Figure B.23: RealAgentType Element
Figure B.24: Physical Element
Figure B.25: Performance Element
B.3 Team Description Language

The TDL definition is shown in the following images. Figure B.26 shows the root element, Teams. Figure B.27 depicts the Agent element, which is detailed in the following figures – Fig. B.28, B.29 and B.30.

Figure B.26: Teams Element

Figure B.27: Agent Element
Figure B.28: RealAgent Element

Figure B.29: Payload Element
Figure B.30: State Element
B.4 Disturbance Description Language

The DDL definition is shown in the following images. Figure B.31 shows the root element, Disturbances, and Fig. B.32 to B.34 depict their composing elements.
Figure B.32: Disturbance Mobility

Figure B.33: Disturbance Component
Figure B.34: Disturbance Size
B.5 Mission Description Language

The MDL definition is shown in the following images. Figure B.35 shows the root element, Mission, and Fig. B.36 to B.40 depict the composing elements of a mission phase.

Figure B.35: Mission Element
B.5 Mission Description Language

Figure B.36: Mission Requirements

Figure B.37: Mission Tips
Figure B.38: Layers Element

Figure B.39: Strategy Element
Figure B.40: Target Element