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A B S T R A C T

Breast cancer is the most common and lethal form of cancer in women. Recent efforts have focused on
developing accurate neural network-based computer-aided diagnosis systems for screening to help anticipate
this disease. The ultimate goal is to reduce mortality and improve quality of life after treatment. Due to the
difficulty in collecting and annotating data in this domain, data scarcity is – and will continue to be – a
limiting factor. In this work, we present a unified view of different regularization methods that incorporate
domain-known symmetries in the model. Three general strategies were followed: (i) data augmentation, (ii)
invariance promotion in the loss function, and (iii) the use of equivariant architectures. Each of these strategies
encodes different priors on the functions learned by the model and can be readily introduced in most settings.
Empirically we show that the proposed symmetry-based regularization procedures improve generalization
to unseen examples. This advantage is verified in different scenarios, datasets and model architectures. We
hope that both the principle of symmetry-based regularization and the concrete methods presented can guide
development towards more data-efficient methods for breast cancer screening as well as other medical imaging
domains.
1. Introduction

Breast cancer is the most common and lethal form of cancer in
women, accounting for one fourth of the total number of new cancer
cases within this population (Sung et al., 2021). Early diagnosis reduces
the risk of dying and often allows for additional treatment options,
such as breast-conserving surgery (American Cancer Society, 2021),
reducing the negative impact of the disease on the patient’s life after
treatment. Several countries have implemented screening programs
ensuring all asymptomatic women over a certain age have access to
periodic checkups (Fryback et al., 2006; Altobelli et al., 2017).

Typically, breast cancer screening is based on mammography. One
or two trained human readers look at two X-ray views of each breast for
possible signs that support a positive diagnosis (e.g., masses, calcifica-
tions, distortions). While a second reader increases sensitivity, i.e., the
proportion of positive cases that are detected, it also results in more
women being recalled for further examination, many of whom do not
have the disease. This trade-off is preferable since the potential harm of
a false negative diagnosis is considered higher than the cost of further
examination of some healthy women. Nevertheless, the cost of false
positives is considerable in the form of additional radiation, stress, and
financial cost.
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Computer-Aided Detection (CADe) and Diagnosis (CADx) systems
can aid the decision-making process in clinical practice. While CADe
systems detect regions of interest in images, CADx systems predict the
pathology or probability of malignancy for an exam, image, or image
region. Before the widespread of deep learning in medical imaging,
some studies indicated there was no benefit when using CAD systems in
single-reader settings (Lehman et al., 2015), while others suggested that
it had a comparable effect to adding a second human reader (Gromet,
2008). Houssami et al. (2009) point out that even though CAD helps
find otherwise missed cancers, it increases false-positive diagnoses. The
authors also state that refining CAD algorithms may improve their po-
tential in clinical practice. Recently, deep learning methods have fueled
a new generation of CAD systems. Bahl (2019) highlighted that these
approaches focus on learning specific outcomes rather than closely
mimicking the process that guides specialists’ assessment and thus can
better distinguish between benign and malignant findings, effectively
addressing the high false-positive rate of previous systems. Recent
studies indicate that these new CAD systems can improve decision-
making in screening. For instance, Schaffter et al. (2020) showed that
combining the assessments of experts and algorithms can lead to better
decisions, although their work does not focus on usability in clinical
practice. In a retrospective study, Rodríguez-Ruiz et al. (2019) showed
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that using an AI-based CAD to assist experts improved sensitivity
and specificity in a single-reading setting. Similar results were found
by Conant et al. (2019) in digital breast tomosynthesis (DBT), an
imaging modality closely related to mammography also used for breast
cancer screening. Given the relatively high incidence of the disease
and its potential harms, improving the accuracy of AI-based algorithms
in screening mammography could benefit women populations under
screening programs (Gao et al., 2019).

Recent developments in deep learning (LeCun et al., 2015) have led
to improved image recognition models and strongly impacted different
fields, including CAD in breast cancer. Since, under these new methods,
the visual features required for solving a task are learned rather than
manually set, the need for application-specific solutions is reduced.
More emphasis is placed on collecting and curating large and high-
quality datasets, as the scale and quality of these largely influences
the model’s accuracy. Despite this, breast cancer screening still poses
unusual research challenges. While mammography images are high-
resolution, the information needed for a correct diagnosis is contained
in just a tiny portion of the breast, and the remaining tissue can appear
healthy. Additionally, signs of a positive diagnosis are often found in
subtle features. Thus, an image-wide label is not as informative as
local annotations. Most works in the field reflect this, at least partially
(e.g., Kooi et al. (2017b), Arevalo et al. (2016), Ribli et al. (2018) and
Wu et al. (2020)). Perhaps most notably, the top submissions on the
Digital Mammography DREAM challenge (Schaffter et al., 2020), a one-
year-long competition towards the development of better CAD systems
for mammography, all resorted mostly to strongly annotated datasets,
even though these were much smaller in size when compared to the
ones provided by the organization with breast-level labels.

Unfortunately, it is not as easy to generate and annotate large high-
quality datasets for mammography as it is for other computer vision
problems. Manual annotation is a tedious process that requires expert
knowledge. Further, most screened women have a negative diagnosis,
which severely limits the amount of positive cases that can be collected.
For example, the number of images on the well-known ImageNet (Deng
et al., 2009) dataset corresponds to the estimated number of breast
cancer cases in Europe for the next three years in women over 50, the
age at which many screening programs start. Collecting and annotating
such a large number of exams would be a daunting task.

Due to the inherent difficulties in collecting and annotating large
datasets, it is critical to improve the data efficiency of current methods
to increase the accuracy of CAD systems in data-scarce scenarios.
One way to achieve this is to incorporate domain knowledge into
the learning process of neural networks. For instance, the orientation
of a lesion is not indicative of its malignancy, and thus the model
response should be invariant to this feature. In this work, we propose
different ways of brewing this and other known symmetries into deep
learning models. We validate the proposed strategies in the task of mass
classification and show that adopting the proposed techniques improves
model accuracy. Further, we extend these results to malignancy pre-
diction in images of the whole breast for different datasets. Although
our experimental evaluation focuses on CADx scenarios, the proposed
framework is general and can be applied in other systems.

This paper is organized as follows. In Section 2, we summarize pre-
vious work in regularization for breast cancer screening, and equivari-
ance and invariance in other medical domains. The proposed symmetry-
based regularization methods are presented in Section 3. In 4 and 5
we describe the experimental settings and discuss the results obtained,
before concluding in 6.

2. Related work

The development of CAD algorithms in the context of breast cancer
screening in mammography has been around for more than half a cen-
tury (Winsberg et al., 1967). However, it has recently shifted towards
the use of deep learning methodologies, as in other medical imaging
2

applications (Litjens et al., 2017). Recent works use neural networks to
process the mammography data directly and solve a specific task. These
include: lesion detection (CADe) (Boot and Irshad, 2020; Mordang
et al., 2016; Agarwal et al., 2020), lesion classification (CADx) (Arevalo
et al., 2016; Kooi et al., 2017b,a), and end-to-end breast cancer diag-
nosis (CADx) (Ribli et al., 2018; Shen et al., 2019; Li et al., 2021; Geras
et al., 2017; Wang et al., 2021; Cogan et al., 2019; Shu et al., 2020).
Most works on these tasks use local expert annotations to optimize
models with a few exceptions (Geras et al., 2017; Tardy and Mateus,
2021, 2022; Shu et al., 2020). These annotations are considered more
informative than a single image-wide label. Interestingly, Geras et al.
(2017) show that despite the use of a large dataset (800k images),
performance has not saturated, and more data would increase model
accuracy.

Due to the high capacity of modern neural networks, typically,
these models fit the training data perfectly, but their accuracy on
unseen data is limited. This overfitting effect is aggravated for small
datasets, common in medical fields, which has led researchers to use
transfer learning approaches, where the model is first pre-trained on
large datasets of different domains and then fine-tuned to a specific
task (Raghu et al., 2019; Mednikov et al., 2018). The extent to which
the model replicates precision for unseen data is called generalization
and has been an important topic of research in deep learning (Zhang
et al., 2021). Generalization can be evaluated on new data sampled
from the same distribution (in-dataset) or from a different but related
distribution (cross-dataset). Wang et al. (2020) and Cardoso et al.
(2017) have shown that deep learning models exhibit unsatisfactory
generalization in cross-dataset scenarios. This is a substantial limitation
for their effective use in clinical practice, which must be addressed.

Regularization methods improve the ability of neural networks to
generalize to new data. The ubiquitous technique of data augmentation
can be understood as a form of regularization and usually improves
model accuracy. For instance, flips and random cropping improved end-
to-end classification in the work of Li et al. (2021). Similar results were
found by Kooi et al. (2017b) using translations, scaling, and rotations
in lesion classification. Cogan et al. (2019) used flipping, rotations and
scaling. Castro et al. (2018) proposed elastic deformations to mimic the
breast’s natural elasticity during image acquisition in mammography,
leading to more accurate CNNs in lesion detection. A more recent
line of research is using generative data as a form of increasing the
available training data. Authors often resort to generative adversarial
neural networks (GANs) for this task. Alyafi et al. (2019) identified that
lesion patches are often the minority class in classification problems,
and synthetic data can attenuate this disparity. Wu et al. (2018) pro-
posed adding or removing lesions from image patches. Jendele et al.
(2019) add malignant features to the whole image of the breast. Guan
and Loew (2019) generate two types of synthetic patches, normal
and abnormal, and shows improved accuracy when including these in
the training dataset. These works show that GAN-generated synthetic
samples increase model accuracy. Alternatively, De Sisternes et al.
(2015) proposed a three-dimensional computational model for mass
generation. Cha et al. (2019) showed that synthetic samples based on
this model can reduce overfitting. Tardy and Mateus (2021) extended
the generation procedure to account for distortions and clusters of
microcalcifications. Their method can learn in a weakly supervised
setting, hence reducing the burden of local expert annotation. Outside
the domain of mammography, Zhang et al. (2020) applied a sequence of
augmentation transformations to the data (BigAug) during optimization
and showed that this strategy can significantly increase out-of-domain
generalization in medical image segmentation tasks.

Innovations to the model’s architecture or loss function have also
been used to regularize training and improve accuracy. For instance,
Wang et al. (2021) use a neural network with two binary classifiers
and a modified loss function to learn to distinguish between malignant
and benign examples. Examples classified inconsistently between the

two classifiers are given more weight during training. The authors show
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that their method improves accuracy when used on top of well-known
architectures. A dual-path architecture was proposed by Li et al. (2021).
One path captures image features using a standard CNN, while the other
focuses on geometric features by first generating a segmentation mask
and, only then, extracting features. A new loss function is presented
by Li et al. (2019). The authors first find adversarial examples. Based
on these examples and the original data, they build a signed graph by
connecting points in the same neighborhood. A loss function is defined
based on this graph which encourages neighboring points of the same
class to be close and different classes to be separated by at least a fixed
margin. Tardy and Mateus (2022) propose an image-level multitask
objective based on image reconstruction and the classification of binary
malignancy, cancer probability, breast density, and laterality.

Outside the breast cancer screening domain, several types of regu-
larization have been proposed. We focus on those that use the concepts
of equivariance and invariance as fundamental principles for improving
model robustness. Test-time augmentation, which averages the model’s
output for multiple input transformations, leads to invariant methods
and improves accuracy. For instance, Ciresan et al. (2013) followed this
strategy, motivated by the knowledge that orientation is arbitrary in
histology images acquisition. A general mathematical framework for
equivariant convolutional models was laid out by Cohen and Welling
(2016) and later adapted to account for different types of transfor-
mations (Esteves et al. (2018), Cohen et al. (2019) and Zhu et al.
(2019)). Various authors validated these models in different applica-
tions, including medical imaging (Li et al., 2020; Graham et al., 2020;
Chidester et al., 2019; Li et al., 2018; Lafarge et al., 2021). Dumont
et al. (2018) showed that group equivariant architectures are more
robust against adversarial attacks. Alternatively, some authors have
introduced penalizing terms in the loss function to make the model
learn invariant features. Cheng et al. (2016) introduced the rotation
invariant layer by penalizing the norm of the difference between the
transformed input and the average representation of the input. The
model is used to detect objects in satellite images. Within the same
domain, Qi et al. (2021) proposed to generate soft labels from the
output of an image rotation instead and use them to train the classifier
with the cross-entropy loss.

The use of neural networks characterizes recent breast cancer
screening research and has led to significant advances in terms of
precision. Some studies have proposed different regularization tech-
niques to cope with the dependence of these models on large, strongly
annotated datasets, which are difficult to obtain. We follow this line
of work and study a comprehensive set of regularization techniques
unified under the same design principle: using known symmetries of
the breast cancer screening domain to restrict models to learning more
appropriate functions. Our contributions are as follows:

• We investigate which symmetries, when incorporated into the
learning process, lead to more accurate deep learning classifiers
for breast cancer screening.

• We propose different methodologies for incorporating these sym-
metries, namely data augmentation, invariance regularization,
and equivariant model architectures. We show how the concept
of equivariance and invariance relates to these methods and help
explain why they work in practice.

• We show that adopting these methods can improve model accu-
racy for different models, datasets, and tasks.

e hope that our work can be used to improve model accuracy in
ata-scarce scenarios, such as breast cancer screening and other med-
cal imaging tasks domain. A better understanding of the concepts of
quivariance and invariance can aid the better design of future CAD
pproaches. The code used for the experimental section is available
nline.1

1 https://github.com/edux300/symmetry-based-regularization-in-deep-
reast-cancer-screening.
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3. Equivariance and invariance as regularization

The amount of available training data often limits the accuracy
of deep-learning-based CAD systems. Even though current state-of-the-
art models can fit most datasets perfectly, the features learned do not
necessarily generalize to unseen examples. This phenomenon is called
overfitting and happens due to models learning spurious correlations
specific to the training samples. Regularization is thus essential to limit
the model’s capacity to overfit and improve overall accuracy.

To properly regularize training, it is crucial to understand which
restrictions should be imposed on the function space (set of learnable
functions). The properties of equivariance and invariance provide a
natural way to design these constraints. Depending on the application
domain, the model’s output should vary predictably for transformed
versions of the input. For instance, we often want image classifiers to
be invariant to input translations, as these do not substantially change
the scene’s content. Enforcing or promoting this behavior constrains the
function space, limiting the model’s capacity to learn features specific
to the training dataset.

More formally, we define equivariance as:

𝛷(𝑇𝑔◦𝑥) = 𝑇 ′
𝑔◦𝛷(𝑥) (1)

where 𝛷 is a function defined on set 𝛺 and 𝑥 ∈ 𝛺. 𝑔 is a group
element of group 𝐺, and 𝑇𝑔 , 𝑇 ′

𝑔 are group actions on the domain and
codomain of 𝛷, respectively. The operator ◦ is used to denote both
the group operation and group action.2 If Eq. (1) holds, we say that 𝛷
is equivariant under 𝑇 . Invariance is obtained when 𝑇 ′

𝑔 is the identity
transformation for all 𝑔. In other words, the output remains unchanged
for a set of transformations on the input.

In the case of breast cancer screening, different arbitrary factors
can alter the appearance of the mammogram, many of which are
independent of whether the patient has breast cancer or not. Examples
of these factors include the type of sensor used (Yaffe and Mainprize,
2004), the amount of radiation employed, the positioning and pressure
applied to the patient’s breast, and the post-processing done by the
imaging system. A robust model should be invariant to changes in ap-
pearance induced by these factors while remaining sensitive to patterns
indicative of breast cancer. Throughout the rest of this section, we will
study different ways of regularizing neural networks by enforcing or
promoting this behavior. We focus on three main approaches: (i) data
augmentation, (ii) invariance regularization loss and (iii) equivariant
architectures. Although diverse, all these techniques seek to induce
symmetries deemed appropriate in the final model (Fig. 1).

3.1. Data augmentation

Data augmentation is a ubiquitous technique when it comes to
training neural networks. Its use is often motivated by prior knowledge
that the function being approximated is invariant under a specific set
of transformations (i.e., the transformations used are label-preserving).
In other words, knowledge about the problem and the data acquisition
process determines the operations used for augmentation. This tech-
nique is simple and frequently used to improve generalization (Shorten
and Khoshgoftaar, 2019). In this subsection, we review the relation-
ship between data augmentation and invariance and discuss some
transformations useful in the context of breast cancer screening (see
Fig. 2).

For a classification task, we formulate data augmentation as:

𝑏𝑎𝑡𝑐ℎ = 1
𝑁

𝑁
∑

𝑖=1

(

𝑓 (𝑇𝑔𝑖◦𝐼𝑖), 𝑦𝑖
)

, 𝑔𝑖 ∼ 𝐺 (2)

2 We compiled the definition of groups and group actions as supplementary
aterial (A.).

https://github.com/edux300/symmetry-based-regularization-in-deep-breast-cancer-screening
https://github.com/edux300/symmetry-based-regularization-in-deep-breast-cancer-screening


Medical Image Analysis 83 (2023) 102690E. Castro et al.
Fig. 1. This work focuses on different ways of baking symmetry into deep learning models. We promote or impose this property throughout the learning pipeline through changes
in the input data (Section 3.1), model architecture 3.3 or loss function 3.2.
Fig. 2. Transformations studied in this work for data augmentation. The original mass
image is in the top left corner. From left to right, in the first row rotation, reflection
and translation are depicted. The second row shows contrast and brightness, scale and
elastic transformations.

 is the loss function, typically cross-entropy, and 𝑏𝑎𝑡𝑐ℎ is the loss
for an entire batch. 𝑁 denotes the batch size, 𝑓 the output of the
network, and

{

(𝐼1, 𝑦1),… , (𝐼𝑁 , 𝑦𝑁 )
}

the set of examples in the batch.
Transformation 𝑇𝑔𝑖 is sampled for each example (i.e., online data
augmentation).

Loss minimization ensures that for the training data, the network
output is approximately equal to the label, 𝑓 (𝐼𝑖) ≈ 𝑦𝑖. When augmenta-
tion is used, the previous equality takes the form of 𝑓 (𝑇𝑔◦𝐼𝑖) ≈ 𝑦𝑖, for
any 𝑔 ∈ 𝐺. In other words, data augmentation promotes invariance,
under the definition of Eq. (1), to the set of transformations used,
{𝑇𝑔|𝑔 ∈ 𝐺}. It is thus essential to determine which operations should
be used for augmentation and which should be avoided.

Different transformations are typically considered in mammogra-
phy, depending on the task addressed. Rotations, reflections, and trans-
lations are frequently used for patch classification problems. Under the
formulation of Eq. (2), these transformations are defined as:

• Rotation:

𝑇𝜃◦𝐼(𝑢1, 𝑢2) = 𝐼(𝑐𝜃 ⋅ 𝑢1 + 𝑠𝜃 ⋅ 𝑢2,−𝑠𝜃 ⋅ 𝑢1 + 𝑐𝜃 ⋅ 𝑢2) (3)

where position 𝑢 is separated in its two components 𝑢1 and 𝑢2,
and 𝑐𝜃 , 𝑠𝜃 indicate the cosine and sine functions of angle 𝜃.

• Reflection:

𝑇 ◦𝐼(𝑢 , 𝑢 ) = 𝐼((−1)𝑚 ⋅ 𝑢 , 𝑢 ) (4)
4

𝑚 1 2 1 2
where position 𝑢 is separated in its two components 𝑢1 and 𝑢2,
and 𝑚 ∈ {0, 1}. Notice that horizontal reflections (𝐼(𝑢1,−1𝑚 ⋅ 𝑢2))
are not explicitly included since they correspond to a composition
of a vertical reflection and a 180◦ rotation.

• Translation:

𝑇𝛥𝑢◦𝐼(𝑢) = (𝑢 + 𝛥𝑢) (5)

where 𝛥𝑢 ∈ R2 is the amount of translation.

The reader can easily verify that each of the operations described
constitutes a group action. Their use as data augmentation is justified
since their application to the input should not change the network’s
output. For instance, most local breast structures, including lesions
indicative of breast cancer, do not have a particular orientation, which
motivates rotation and reflection operations. Regarding translations,
they do not remove the object of interest (e.g., mass) from the patch,
provided they are small. This requirement for small translations, which
differs from the definition in Eq. (5), is addressed later in this sub-
section. The same rationale is not valid for more global structures,
such as the whole breast or the pectoral muscle, limiting the range of
operations considered in whole image problems.

Some operations change the image appearance in ways that may
correlate both with extraneous factors and breast cancer. Therefore, it
is not clear whether invariance to these factors is a desirable property.
We discuss and empirically evaluate three of such transformations.

• Contrast and brightness have been used in other image do-
mains and often simulate different image acquisition conditions
(i.e., exposure and light intensity). In mammography, factors such
as radiation dose and breast density modify the contrast and
brightness of the image. The presence of lesions also correlates
with these quantities since these are usually bright, high contrast
regions. The transformation is given by:

𝑇(𝑐,𝑏)◦𝐼(𝑢) = 𝑐 ⋅ 𝐼(𝑢) + 𝑏 (6)

where 𝐼(𝑢) is the image intensity at position 𝑢, and 𝑐 and 𝑏 are
contrast and brightness values, uniformly sampled.

• Scale transformations increase or decrease the objects’ size in the
image. In mammography, they are motivated by the fact that the
size of lesions may vary. Despite this, size is not independent of
malignancy. Scaling is defined as:

𝑇𝑠◦𝐼(𝑢) = 𝐼(𝑠 ⋅ 𝑢) (7)

where the scale factor 𝑠 is uniformly sampled. Interpolation is
used to obtain the pixels’ value for a fixed grid.

• Elastic transformations can also be used to expand the training
data in the context of mammography. During the exam, the breast
is compressed under two plates, stretching the tissues and allow-
ing the radiologist to find abnormalities more easily. This process
is not deterministic, as the original position of the breast and the
amount of compression force applied in different regions can vary
due to different factors (Mercer et al., 2013), which are external
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to whether the patient has breast cancer or not. Elastic transforms
have been previously used to model these changes (Castro et al.,
2018) and are defined as:

𝑇𝛥𝜇◦𝐼(𝑢) = 𝐼(𝑢 + 𝛥𝜇(𝑢)) (8)

where 𝛥𝜇 is the displacement at each point 𝑢. This displacement
is: (i) sampled at each point from a 2-dimensional uniform dis-
tribution, and then (ii) smoothed using a Gaussian filter with
standard deviation 𝜎. The displacement at the patch’s central
point is subtracted to all positions to ensure the final result is
centered. Interpolation is used to obtain the pixels’ value for a
fixed grid. Elastic transformations have the potential to increase
the dataset’s variability. However, they need to be considered
with caution since high displacement values can make images
look unrealistic (i.e., out of domain). Also, although deformation
can originate from compression forces, some deformation patterns
can be indicative of malignancy (e.g. architectural distortions).

The parameters for the three transformations described above are
sampled from bounded distributions, similarly to the translation opera-
tion. The combination of two transformations of the same type may lie
outside the defined bounds. For instance, the sum of two translations
inside the defined interval may result in a translation outside of it. This
does not follow the closure requirement of the equivariance definition
in Eq. (1) (𝑔, ℎ ∈ 𝐺 ⇒ 𝑔◦ℎ ∈ 𝐺). In practice, this is an edge effect,
and results that follow from the definition of these operations are valid
within the defined bounds.

3.2. Invariance regularization loss

Data augmentation artificially expands the training dataset and pro-
motes invariance to input transformations. The implicit assumption is
that the relevant image content remains unchanged, and so should the
output of the neural network. This subsection proposes a similar prior,
imposed on the feature extraction process rather than just the output.
The proposed regularization method takes the form of an additive term
in the loss function.

For each training example, 𝐼𝑖, we define the average feature repre-
sentation, 𝑧𝑖, as:

𝑧𝑖 = E𝑇𝑔

[

𝑓inter (𝑇𝑔◦𝐼𝑖)
]

, 𝑔 ∼ 𝐺 (9)

where 𝑓inter is the normalized representation of the model at an inter-
ediate layer. Notice that this quantity can be estimated by sampling
transformations from 𝐺 and computing the average of the resulting

eature vectors. We use 𝑧𝑖 to refer to this estimate. Invariance is
btained when:

𝑓inter (𝑇𝑔◦𝐼𝑖) − 𝑧𝑖‖ = 0,∀𝑔 ∈ 𝐺 (10)

To encourage this property, we penalize the cosine distance between
eature representations for different sampled transformations and 𝑧𝑖:

(𝐼𝑖, 𝑇𝑔) =

(

1 −
𝑧𝑖

𝑇 𝑓inter (𝑇𝑔◦𝐼𝑖)
‖𝑧𝑖‖ ⋅ ‖𝑓inter (𝑇𝑔◦𝐼𝑖)‖

)

(11)

The use of the cosine similarity is a natural choice for comparing
feature vectors. The choice of this metric is motivated by two additional
factors: (i) loss functions based on the cosine similarity are common in
the literature for similar tasks (Chen et al., 2020); and (ii) the use of
unnormalized metrics (e.g., L2 distance) can be circumvented by neural
networks by having small weights in the layer before the representation
is taken and compensating with high weights in the layer immediately
after. This mechanism allows for a small L2 distance for all examples
in the dataset, independently of the features learned.

Since estimating 𝑧𝑖 requires computing 𝑓inter (𝑇𝑔◦𝐼𝑖) for 𝐾 different
input transformations, these inputs can also be used to compute the
task-specific loss. For this, they should be passed by the remaining
layers of the network, 𝑓 (such that 𝑓 (𝑓 (.)) = 𝑓 ), and the
5

remain remain inter
Data: 𝑥, 𝑦
Result: 𝑏𝑎𝑡𝑐ℎ
𝑏𝑎𝑡𝑐ℎ = 0;
for 𝑥𝑖 in 𝑥 do

𝑧𝑖 = 0;
for 𝑘 in 𝐾 do

𝑔𝑘 ∼ 𝐺 ;
𝑧𝑖,𝑘 = 𝑓inter(𝑇𝑔𝑘◦𝑥𝑖);
𝑧𝑖 += (𝑧𝑖,𝑘∕(𝐾 × ||𝑧𝑖,𝑘||));

end
𝑧𝑖 = no_grad(𝑧𝑖);
for 𝑘 in 𝐾 do

𝑏𝑎𝑡𝑐ℎ += 𝜆.cos_dist(𝑧𝑖,𝑘, 𝑧𝑖) ;
𝑏𝑎𝑡𝑐ℎ += (𝑓remain(𝑧𝑖,𝑘), 𝑦𝑖) ;

end
end
𝑏𝑎𝑡𝑐ℎ ∕= (𝐾 ×𝑁);

Algorithm 1: Example implementation for the invariance regular-
ization. 𝑓remain are the remaining layers of the network after 𝑓inter.
cos_dist denotes the cosine distance function.

loss function evaluated, as illustrated by Algorithm 1. By doing so, we
can speed up the training process. With this in mind, the batch loss is
changed to:

′
𝑏𝑎𝑡𝑐ℎ = 1

𝑁𝐾

𝑁
∑

𝑖=1

𝐾
∑

𝑘=1
[


(

𝑓 (𝑇𝑔𝑖,𝑘◦𝐼𝑖), 𝑦𝑖
)

+ 𝜆
(

𝐼𝑖, 𝑇𝑔𝑖,𝑘
)

]

(12)

The proposed formulation increases the batch size by a factor of
. In our experimental section, we adjusted 𝑁 so that the effective

batch size remains constant for a fair comparison of different methods.
There is a conceptual difference between a non-regularized model and
one trained with batches of repeated instances (Eq. (12) with 𝜆 =
0.0). Recent research (Hoffer et al., 2020) has focused on this and
howed there are benefits to generalization when repeating examples
ith different augmentations within batches. The origin of these gains

elates to the gradients of different samples being correlated within the
ame batch. In the experimental section, we appropriately quantify how
oth effects, (i) batch augmentation and (ii) invariance regularization,
nfluence generalization.

.3. Equivariant architectures

In neural networks, a set of operations (layers) is sequentially
pplied to the input to generate an output. Depending on their parame-
ers, neural networks can encode different functions and thus can solve
arious problems. The model’s architecture (sequence of layers) defines
prior on the set of functions that it can learn. Thus, some architectures
ay be better suited than others depending on the task at hand.

Convolutional Neural Networks (CNNs) are very effective for com-
uter vision problems. The main difference of this large class of models
s the use of the convolutional layers to map data, which are translation
quivariant. In other words, CNNs recognize similar local patterns
ndependently of their position in the image. This prior, along with
ther properties such as pooling, make these models better equipped
o deal with natural signals (LeCun et al., 2015). Previous work has
eneralized this equivariance property to other transformations (Cohen
nd Welling, 2016). We use this methodology to generate architectures
quivariant to rotation and evaluate them in breast cancer screening.

The 𝐺-convolution, ∗𝐺, is defined as:

𝑓 ∗𝐺 𝑤](𝑔) =
∑

𝑓 (𝑢) ⋅𝑤(𝑔−1◦𝑢) (13)

𝑢∈𝛺
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Here, 𝑓 and 𝑤 are functions defined on the set 𝛺. 𝐺 is a group that
acts on set 𝛺. Notice that the result of this operation is also a function,
defined on 𝐺.

Eq. (13) is the standard 2D convolution if we consider 𝐺 as all
pairs of integers equipped with the sum operation, 𝐺 = (Z2,+). By
considering other groups, we can define new convolutional layers,
which are equivariant under different sets of transformations. To show
this, consider the group action 𝑇 = {𝑇𝑏|𝑏 ∈ 𝐺}, which acts on 𝑓 (and
𝑤) in the following way:

𝑇𝑏◦𝑓 (𝑢) = 𝑓 (𝑏−1◦𝑢) (14)

In the supplementary material (B.) we show that 𝑇 = {𝑇𝑏|𝑏 ∈ 𝐺} is
indeed a group action. The 𝐺-convolution is equivariant under 𝑇 :

𝑇𝑏◦[𝑓 ∗𝐺 𝑤](𝑔) = [𝑓 ∗𝐺 𝑤](𝑏−1◦𝑔)

=
∑

𝑢∈𝛺
𝑓 (𝑢) ⋅𝑤((𝑏−1◦𝑔)−1◦𝑢)

=
∑

𝑢∈𝛺
𝑓 (𝑢) ⋅𝑤(𝑔−1◦𝑏◦𝑢)

=
∑

𝑢∈𝛺
𝑓 (𝑏−1◦𝑢) ⋅𝑤(𝑔−1◦𝑢)

=
∑

𝑢∈𝛺
[𝑇𝑏◦𝑓 ](𝑢) ⋅𝑤(𝑔−1◦𝑢)

=
[

[𝑇𝑏◦𝑓 ] ∗𝐺 𝑤
]

(𝑔)

(15)

Notice that an equivalent proof could be used if 𝑓 and 𝑤 were functions
defined on 𝐺 (or any other set in which 𝐺 acted on). In this work, two
types of convolutions are considered:

Z2-convolution — This is the standard 2D convolution and serves
as a baseline. As previously described, CNNs are equivariant to transla-
tions due to the use of this operation. Both the input and the resulting
feature maps are functions of Z2.

𝑝4-convolution — The group 𝑝4 includes translations and rotations
of 90 degrees around the origin of the plane. Regarding rotation this is
a cyclic group of size 4 (𝐶4 = 𝑅0, 𝑅90, 𝑅180, 𝑅270). Thus, 𝑝4 = Z2 × 𝐶4.
We will consider inputs defined on two domains, 𝛺 = Z2, (e.g., input
image), 𝛺 = 𝑝4, (e.g., feature maps resultant from applying this layer),
and show how 𝐺 acts on 𝛺 in each case.

• 𝛺 = Z2

Let 𝑔 = (𝑣1, 𝑣2, 𝜃) and 𝑢 = (𝑢1, 𝑢2). Then the group action is defined
as:
𝑔◦𝑢 = (𝑣1 + 𝑐𝜃 ⋅ 𝑢1 − 𝑠𝜃 ⋅ 𝑢2,

𝑣2 + 𝑠𝜃 ⋅ 𝑢1 + 𝑐𝜃 ⋅ 𝑢2)
(16)

• 𝛺 = 𝑝4
Let 𝑔 = (𝑣1, 𝑣2, 𝜃) and 𝑢 = (𝑢1, 𝑢2, 𝜙): Then the group action is
defined as:
𝑔◦𝑢 = (𝜃 + 𝜙,

𝑣1 + 𝑐𝜃 ⋅ 𝑢1 − 𝑠𝜃 ⋅ 𝑢2,

𝑣2 + 𝑠𝜃 ⋅ 𝑢1 + 𝑐𝜃 ⋅ 𝑢2)

(17)

In the supplementary material (B.) we show that the group actions
defined above (𝐺 on Z2 and on 𝑝4) are indeed group actions.

A very common interpretation of the traditional convolution oper-
ation, is that the filter ‘‘slides’’ across all the positions in the image to
generate the output. For the 𝑝4-convolution, the filter not only slides
but also rotates over the image. As such, each 𝑝4-feature map is a
function of position and orientation. Similarly, the neurons of standard
CNNs share weights across spatial dimensions. For 𝑝4-CNNs, weight
sharing happens across spatial dimensions and across an additional
orientation dimension of size 4, where filters are rotated accordingly.

Regarding implementation, the 𝑝4-convolution on a Z2 input is
equivalent to performing four convolutions, each one with a rotated
version of the original filter. In that case, if the input were to be rotated,
the output feature maps would be rotated and shifted in the orientation
6

Fig. 3. Illustration of the filter transformations required to implement the
𝑝4-convolution using the standard convolution.

dimension. This equivalence between transformations done on the input
and the output obeys the definition of equivariance. The 𝑝4-convolution
can be directly implemented in current deep learning frameworks by
stacking the rotated filters and using the standard 2D convolution as
illustrated in Fig. 3. For inputs defined on 𝑝4 (e.g., after the first layer),
the filters need not only be rotated but also shifted in the orientation
dimension to account for the output shift mentioned above. Note that
the described method is not equivalent to feeding multiple rotated
copies of the input to the model and concatenating the output. Each
𝑝4-convolution has as input all the features of the previous layer in all
orientations, in the same way, that a standard convolution has access
to all the feature maps in the previous layer. When concatenating the
output for multiple rotated copies, this is not true.

The composition of equivariant maps is still equivariant. Consequen-
tially, as long as every operation in a network exhibits this property,
the deep architecture as a whole is equivariant. We have seen how
equivariance relates to the convolution layer. For other layers:

• Point-wise operations, such as ReLU, depend only on the value
at each point. These functions are equivariant since applying a
transformation to the input produces the same change in the
output.

• Batch normalization maintains equivariance as long as weights
and batch statistics are the same across orientations. In that case,
it equals a scaling and offset operation for each 𝑝4-feature map.
Thus, for inputs defined on 𝑝4, the orientation dimension should be
treated as a spatial dimension.

• Pooling operations partially break equivariance due to the use
of strides larger than 1, even for standard CNNs. Typically, a
stride and kernel size of 2 × 2 is used. The resulting map retains
equivariance to translations multiple of 2 (in each dimension),
a subgroup of the original translation group. For feature maps
defined on 𝑝4 the same loss of structure will happen. Rotation
symmetry is unaffected. Interestingly, pooling across the orienta-
tion dimension leads to rotation invariance, a particular case of
equivariance, which may be an appealing building block in some
domains and is enabled by the use of the 𝑝4-convolution.

New architectures can be generated by substituting the standard
2D convolution with its 𝑝4 counterpart. However, some details are
worth taking into consideration. Previous research has suggested that
this prior is more relevant in the early layers of the network (Castro
et al., 2020). As noted by Yosinski et al. (2014), many early filters
resemble rotated copies of each other independently of the task they
were optimized on. The introduction of the 𝑝4-equivariance prior is
a way to brew knowledge into the network architecture rather than
learn it. On the contrary, for features with no orientation (i.e., rotation
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Table 1
Number of collected patches for the CBIS-DDSM and INbreast datasets.

Dataset Set Background Benign Malignant

CBIS-DDSM
Train 1950 583 544
Valid. 343 122 101
Test 565 207 139

Background Benign Abnormal

INbreast Test 401 28 88

invariant), the 𝑝4-convolution is time-inefficient since it will compute
the same value four times.

Recent work (Dehghani et al., 2021) has highlighted the importance
of adequately comparing deep learning models. We argue that, in
CAD systems, where the model is trained once and runs potentially
millions of times, time efficiency is more meaningful than the number
of model parameters. Thus, although 𝑝4-convolutions lead to fewer
parameters, we compare architectures based on their time complexity
in the experimental setting.

3.4. Relationship between the proposed methods

The three methods discussed work by imposing or promoting equiv-
ariance in deep neural networks. The first two, data augmentation
and invariance regularization, promote invariance under the desired
set of input transformations. They differ in the stage of the network
at which this property is sought. Differently, equivariant architectures
enforce equivariance at all layers, but only transformations applicable
to the network’s filters can be used. Contrary to the previous meth-
ods, equivariant architectures are theoretically guaranteed to maintain
equivariance for unseen data. The proposed methods induce different
priors, can be used together, and are easily applicable within most
frameworks in breast cancer screening.

4. Experimental settings

In the experimental part of this work, we evaluated the impact of the
proposed methods on the model’s ability to generalize to new data. We
set up a patch classification problem considering three classes: back-
ground, benign masses, and malignant/abnormal masses. Two publicly
available mammography datasets were used. The train/test splitting,
preprocessing, and patch extraction are detailed below. In our experi-
mental results we also consider a whole-image setting 5.6 where a third
publicly available dataset was used.

CBIS-DDSM (Lee et al., 2017) is the largest publicly available
dataset for developing breast cancer screening algorithms. This collec-
tion is an updated and standardized version of DDSM (Heath et al.,
2000) divided into two subsets, masses and calcifications. For each,
standardized splits for train and testing are provided. Each finding
in the dataset is associated with a segmentation mask and its pathol-
ogy (malignant or benign). Images were obtained from scanned film
mammography. In total, the dataset contains 1566 patients and 3032
mammography images. The image height (px), width (px) and pixel
size (μm) vary in the following ranges [3721 − 7111], [1546 − 5386], and
[42 − 50], respectively.

We consider the union of the two standard test sets (masses and
alcifications) as our test set, resulting in 318 patients. The remaining
atients were divided into train (85%) and validation (15%) using a
tratified multi-label splitting algorithm (Szymański and Kajdanowicz,
017), ensuring a more similar distribution between the two. The
abels considered for this were (i) presence of masses, (ii) presence of
alcifications, and (iii) malignancy. Notice that while both masses and
alcifications subsets are used in this study, the latter is only used for the
xtraction of background patches, in regions with no annotated lesion.

We downscaled the images so that their height equals 1152 while
7

aintaining the aspect ratio. This step ensures that a standard patch u
size of 224 × 224 is large enough to cover most of the mass annotations
in the dataset. For larger masses, no adjustment in patch size was made.
The pixel intensity was rescaled to the interval [0, 1] at the image level.
The breast was segmented and artifacts removed by keeping the largest
object after using a binary threshold. Artifacts simultaneously close to
the breast region and the image border remained after this operation. In
order to remove them, the breast contour was smoothed and prolonged
until the image border and pixels outside of it were set to zero.

At the model’s input, a patch size of 224 × 224 was adopted,
hich is standard in the computer vision community. However, when

ampling, a larger region was considered so that transformations, such
s rotations and translations, did not require padding. A patch centered
n each mass was taken. A background patch was also taken for each
mage by sampling a random point within the breast while ensuring
o overlap with any lesion. For some images, the space occupied by
esions did not allow the extraction of the background patch. The total
umber of examples in each set is shown in Table 1.

The second dataset used was INbreast (Moreira et al., 2012). It
ontains 410 full-field digital mammography images along with precise
esion annotation. Image quality is superior to the CBIS-DDSM dataset,
ut the size is smaller. The height and width in pixels varies within
he ranges [3328 − 4084] and [2560 − 3328], and the pixel size is 70μm.
he whole dataset was used for testing. The procedure described for
he previous dataset was followed with some exceptions. The images
n INbreast do not have artifacts, so segmentation was done with
inary thresholding only. One patch was taken from each mass and
ne background patch for each image (when possible). The annotations
or malignancy in the INbreast dataset follow the standard BI-RADS.
asses were considered abnormal if the total assessment for that exam
as a BI-RADS > 2. Notice that some benign lesions are still within this

ange, but this is the threshold at which screening patients undergo
urther examination. The number of examples for each class is also
hown in Table 1.

Additionally, we also considered the Chinese Mammography
atabase (CMMD) (Cui et al., 2021; Cai et al., 2019). In this dataset,
total of 5202 images are available, out of which 3744 have either

enign or malignant image-level annotation. The remaining images
orrespond to the collateral breast of some exams with no findings,
nd thus considered normal. The pixel size and image size are the
ame for all images, namely 94.1 μm and 2294 × 1914. We used
he segmentation methodology for the INbreast dataset described in
he previous paragraph to preprocess this data. Since no lesion-level
nnotations are available for the CMMD dataset, this data was only
onsidered for the whole-image experiment in Section 5.6.

In all experiments, we evaluated four metrics: accuracy, balanced
ccuracy (average of recall obtained on each class), rocAUC, and F1-
core. The definition and analysis of these metrics in imbalanced data
re provided in the supplementary material (D.). Importantly, to adapt
he rocAUC metric to multi-label classification, we followed a one vs.
ne approach between all pairs of classes. This formulation is more
obust to imbalanced datasets. For the f1-score, one vs. rest was used
ince it does not suffer from the same issue. Each experiment was
epeated five times to account for the randomness in neural network
raining, and the average and standard deviation were reported.

Unless otherwise stated, the ResNet50 (He et al., 2016) architecture
as trained from scratch by minimizing categorical cross-entropy. He’s

nitialization (He et al., 2015) was used. Class weights were used to
ddress label imbalance, and for each class, set to 𝑁

||.𝑁𝑐
, where 𝑁 is

he total number of examples, 𝑁𝑐 is the number of examples of class 𝑐,
nd |𝐶| the number of classes. The learning rate was set to 0.05, the
eight decay to 5e−4, and momentum to 0.9. The batch size was set to
2 and the gradient accumulated over 4 steps, leading to an effective
atch size of 128. The model was trained for 300 epochs. After this,
he learning rate reduced 10-fold, and the model was trained for 60
dditional epochs. At the end of each epoch, the best weights for each
etric were kept. The inference was run separately for each metric

sing the best weights in the validation set.
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Table 2
Metrics on CBIS-DDSM for models trained with different data augmentation schemes. The conventional scheme uses rotation, flips and translation.
The improv uses transformations which, when used individually, improved all metrics. Namely: rotation, flips, scale and elastic. Results show
the mean ± std over 5 runs.

Transform Accuracy Bal-Accuracy rocAUC F1score Improves all

None 0.810 ± 0.007 0.692 ± 0.006 0.860 ± 0.007 0.693 ± 0.013 –

Rotation 0.840 ± 0.005 0.747 ± 0.013 0.896 ± 0.005 0.746 ± 0.009 ✓

Flips 0.815 ± 0.006 0.710 ± 0.017 0.878 ± 0.005 0.708 ± 0.014 ✓

Translation 0.791 ± 0.012 0.681 ± 0.013 0.855 ± 0.006 0.674 ± 0.016 ✗

Intensity 0.796 ± 0.009 0.689 ± 0.007 0.866 ± 0.002 0.686 ± 0.013 ✗

Scale 0.812 ± 0.008 0.696 ± 0.014 0.868 ± 0.009 0.702 ± 0.025 ✓

Elastic 0.812 ± 0.011 0.711 ± 0.016 0.863 ± 0.007 0.702 ± 0.015 ✓

Conventional 0.850 ± 0.005 0.778 ± 0.013 0.910 ± 0.007 𝟎.𝟕𝟕𝟓 ± 𝟎.𝟎𝟏𝟏 –

Improv 𝟎.𝟖𝟓𝟓 ± 𝟎.𝟎𝟎𝟖 𝟎.𝟕𝟖𝟏 ± 𝟎.𝟎𝟎𝟔 𝟎.𝟗𝟐𝟎 ± 𝟎.𝟎𝟎𝟐 0.772 ± 0.006 –
u
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Table 3
Parameters used for each transformation. min and max correspond to the bounds of
he uniform distribution used to sample 𝛥𝑢 in elastic deformations.
Transformation Parameters

Rotation 𝜃 ∈ [−180, 180]
Flips –
Translation 𝛥𝑥, 𝛥𝑦 ∈ [−24, 24]
Intensity 𝑐 ∈ [0.5, 1.5], 𝑏 ∈ [−0.5, 0.5]
Scale 𝑠 ∈ [0.75, 1.25]
Elastic min = −500,max = 500, 𝜎 = 10

Table 4
Metrics on CBIS-DDSM for models trained with the proposed invariance regularization
loss using different values of 𝜆. Results show the mean ± std over 5 runs.
 𝜆 Accuracy Bal-Accuracy rocAUC F1score

– – 0.850 ± 0.005 0.778 ± 0.013 0.910 ± 0.007 0.775 ± 0.011
✓ 0.0 𝟎.𝟖𝟔𝟐 ± 𝟎.𝟎𝟎𝟗 𝟎.𝟕𝟗𝟎 ± 𝟎.𝟎𝟎𝟗 0.914 ± 0.008 0.774 ± 0.004
✓ 0.25 0.861 ± 0.004 0.789 ± 0.003 0.924 ± 0.003 0.782 ± 0.005
✓ 1.0 0.861 ± 0.005 𝟎.𝟕𝟗𝟎 ± 𝟎.𝟎𝟎𝟑 𝟎.𝟗𝟐𝟓 ± 𝟎.𝟎𝟎𝟑 𝟎.𝟕𝟖𝟔 ± 𝟎.𝟎𝟎𝟕
✓ 4.0 0.860 ± 0.012 0.787 ± 0.012 0.919 ± 0.007 0.779 ± 0.016

5. Results and discussion

The first part of this section follows the same structure as 3. We
evaluate the effect of (i) data augmentation, (ii) invariance regular-
ization loss, and (iii) equivariant architectures on generalization. In
the second part, Section 5.4 evaluates the synergy between the different
techniques; 5.5 performs a cross-dataset evaluation, and 5.6 extends the
main conclusions of our work to a whole-image setting.

5.1. Data augmentation

We assessed how different transformations impact the model’s cor-
rectness when used as data augmentation. For this, we considered the
following settings: (i) no augmentation (none); (ii) only one transfor-
mation as data augmentation (rotation, flips, translation, intensity, scale,
elastic); (iii) conventional augmentation, which includes rotations, flips
and translations; and (iv) improv, which includes all the transformations
that, when used individually, lead to a better model in all metrics. The
parameters of each transformation are shown in Table 3. The results
for this set of experiments are depicted in Table 2.

As expected, data augmentation can improve the model’s perfor-
mance across multiple metrics. When applied individually, this was
verified for four of the six transformations, with rotations having a
significantly higher impact than flips, scale and elastic. Translations and
intensity changes were detrimental. This reflects the fact that the test
set images are well controlled in terms of the position of the mass,
contrast, and brightness. Altering these conditions increases the prob-
lem’s difficulty on the training data, without real benefit for the testing
data. Another possible contributing factor is the fact that modern-day
CNNs are already well equipped to deal with these transformations. As
8

g

discussed in Section 3.3, the standard convolution operation is trans-
lation equivariant (LeCun et al., 2015). Regarding intensity changes,
batch normalization layers (Ioffe and Szegedy, 2015) normalize the
distributions of the activations after each layer according to batch
statistics. The adjustment after the first batch-normalization layer may
cancel out the variation introduced by brightness and contrast changes.
A mathematical argument for this is provided in the supplementary
material (C.).

Combining multiple transformations further improves all metrics.
The improv scheme slightly improves the model when compared to
conventional augmentation (3 metrics out of four). The interaction
between different types of transformations and a possible saturation
effect may prevent this difference from being more significant.

5.2. Invariance regularization loss

The conventional data augmentation scheme from the previous sec-
tion was used as a baseline. We then introduced the proposed invari-
ance regularization method and assessed how it affects the evaluation
metrics for different values of 𝜆. We used the representation of the
last layer before the model’s output to compute the regularization loss
term. We chose this layer as, in Resnet architectures, this is the first
representation after the convolutional part of the model. 𝐾 = 4 was
sed in all experiments. As seen in Section 3, the proposed method
ncreases the number of iterations per epoch and, consequentially,
educes the total number of epochs required for model convergence.
herefore, optimization was reduced to 185 epochs for regularized
odels. Results are depicted in Table 4.

Globally, invariance regularization leads to more accurate models.
etting 𝜆 = 0 leads to a significant improvement in accuracy and
alanced accuracy, which is in line with recent findings on the reg-
larization effect of batch augmentation for general computer vision
roblems (Hoffer et al., 2020). Despite this initial improvement, further
ains in rocAUC and f1-score can be obtained by increasing the value
f 𝜆 to 0.25 and 1. At 𝜆 = 4, the model performance starts degrading,
s the regularization loss term starts dominating the cross-entropy in
ptimization. Results show that the transformation invariance prior,
romoted by invariance regularization, can further improve generaliza-
ion after data augmentation. This suggests that the proposed method
ncodes a stronger prior than data augmentation alone. In Section 5.4
e investigate this further by measuring invariance at the networks’
utput.

.3. Equivariant architectures

Depending on the computer vision problem, deep architectures
erform differently due to their inductive biases. In this section, we
valuated how changing the architecture, using the 𝑝4-convolution, can
mpact model accuracy.

We used Resnet-50 as a base model. Two other architectures were
enerated: The first one, named 𝑝4, is obtained by substituting every
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Table 5
Evaluation of different model architectures on the CBIS-DDSM dataset. The Z2 architecture (baseline) corresponds to the standard ResNet-50
model. The time column indicates the theoretical time taken for inference compared to the baseline. (mean ± std over 5 runs).

Architecture No filt Params Time Accuracy Bal-Accuracy rocAUC F1score

Z2
32 2.6M 0.25× 0.846 ± 0.017 0.759 ± 0.019 0.910 ± 0.011 0.754 ± 0.018
64 23.5M 1× 0.850 ± 0.005 0.778 ± 0.013 0.910 ± 0.007 0.775 ± 0.011
128 267.2M 4× 0.853 ± 0.008 0.768 ± 0.012 0.912 ± 0.006 0.763 ± 0.017

p4
32 0.6M 0.25× 0.858 ± 0.007 0.785 ± 0.021 0.915 ± 0.011 0.771 ± 0.029
64 5.9M 1× 0.864 ± 0.010 0.788 ± 0.019 0.915 ± 0.008 0.785 ± 0.019
128 66.8M 4× 0.858 ± 0.013 0.782 ± 0.020 0.921 ± 0.004 0.780 ± 0.022

hybrid
32 2.6M 0.25× 0.862 ± 0.003 0.794 ± 0.010 0.924 ± 0.003 0.791 ± 0.014
64 23.3M 1× 0.862 ± 0.011 0.793 ± 0.017 𝟎.𝟗𝟐𝟓 ± 𝟎.𝟎𝟎𝟕 0.788 ± 0.018
128 265.3M 4× 𝟎.𝟖𝟕𝟎 ± 𝟎.𝟎𝟎𝟓 𝟎.𝟖𝟎𝟑 ± 𝟎.𝟎𝟎𝟔 0.922 ± 0.004 𝟎.𝟖𝟎𝟐 ± 𝟎.𝟎𝟎𝟖
Fig. 4. Mean KL Divergence between outputs obtained for different transformations of
the same input and their average. The test set of CBIS-DDSM was considered. Random
𝑘 × 90◦ rotations were used as input transformations.

Fig. 5. Training rocAUC for different models (No filt = 64). As shown, equivariant
models converge faster. The same plots for other metrics can be consulted on the
supplementary material (E.).

convolution layer with the 𝑝4-convolution. Batch normalization was
adapted as discussed in Section 3.3, and group pooling was used before
the output layer. For the second architecture, named hybrid, we only
changed the initial layer of the network and the convolutions in the first
three residual blocks. The motivation behind this architecture is that
the rotation equivariance prior may be more important in the initial
layers of the network, as previously discussed. Batch normalization was
adapted when it came after a 𝑝4-convolution. We also evaluated the
impact of increasing (or decreasing) every layer’s width by a factor
of 2 for each architecture. Naturally, this leads to higher (or lower)
inference and training times.

We confirmed that the introduction of 𝑝4-convolutions made models
converge faster (as shown in Fig. 5). Consequently, we reduced the
number of epochs to 245 for the hybrid and 185 for the 𝑝4 models. The
9

same decrease in the baseline model led to worse results in all met-
rics. Conventional augmentation was used. The results for the different
architectures are shown in Table 5.

Globally, model correctness is more determined by the architecture
type than by the width of the convolutional layers. The increased
capacity of wider models is not being efficiently employed, presumably
due to a lack of data. Current CNN architectures have enough capacity
to fit the data perfectly in settings with relatively small datasets, such
as ours. Thus data efficiency plays a critical role.

The 𝑝4 architecture compares favorably against the baseline, demon-
strating that incorporating the rotation equivariance prior can benefit
generalization. Together with the previous result on rotations for data
augmentation, this provides evidence of the importance of rotational
symmetry in mass classification. The hybrid model surpasses both the
baseline and the 𝑝4 model, showing that the usefulness of the rotation
equivariant layers is restricted to the early features of the network.
These are often considered generic or task-independent, and small
local patterns usually appear in different orientations (e.g., lines and
corners). When moving to later layers in the architecture, features
encode more abstract visual concepts. Here, the rotation equivariance
prior appears to harm generalization. One possible explanation is that
many of these more abstract features may not have a ‘‘preferred’’
orientation, and thus, using four channels to encode them is inefficient.

If we analyze the hybrid model, only a minority of the convolu-
tional layers were changed. Despite this, the impact on the metrics is
relatively high compared to the baseline. A key point in the design of
this architecture is the reduction of the feature maps’ resolution that
happens for operations with stride higher than 1, namely convolution
and pooling layers. In the lower parts of the Resnet-50 architecture,
affected by the proposed architectural change, resolution decreases by
a factor of 8. This is due to three out of the five operations that reduce
the resolution in the architecture. Even though the hybrid model only
uses a few 𝑝4-convolutions, they are the ones responsible for computing
the low-level features.

The number of parameters is neither a good surrogate for model
accuracy nor for the time taken per image. Also, it is unlikely that
space to store model weights is a concern in a CAD system in a real-
world scenario. Accuracy is presumably the most critical attribute,
followed by time complexity. Although the 𝑝4 model has much fewer
parameters, it is unlikely to be preferred in any scenario over the hybrid
architecture which performs better across the board. Notice that as
new architectures are introduced in breast cancer screening, the same
principles can be used to adapt them to use the 𝑝4-convolution.

To better understand the importance of rotational symmetry, we
measured how invariant the different architectures were to rotation.
To this end, we computed the average KL divergence between outputs
obtained for different input rotations and their average. We considered
𝑘×90◦ rotations, as this is the set of transformations that 𝑝4 addresses.
This was repeated for the whole test set. Results are depicted in Fig. 4.

As expected, the 𝑝4 model is almost entirely invariant. Edge effects
account for slight differences between the outputs. Interestingly, even
though the hybrid model only ensures equivariance in the early layers,

the learned function is more symmetric than a model trained with data
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Fig. 6. Test rocAUC for different number of equivariant layers in the Resnet-50 model (average over 5 runs). The same experiment was conducted using two different protocols
in the format (learning rate, weight decay, momentum). Increasing regularization in the optimization process (high learning rates, high weight decay, high momentum) seems to
favor models with less equivariant layers. The same plots for other metrics can be consulted on the supplementary material (E.).
Table 6
Evaluation of combining multiple regularization strategies for the CBIS-DDSM dataset. Models not trained with improv augmentation use the
conventional strategy. Models were trained in the same setting except for learning rate, weight decay, and momentum. Respectively, these
hyper-parameters were (0.05, 5e−4, 0.9) for the Resnet-50 and (0.01, 1e−4, 0.8) for the DenseNet-121 (mean ± std over 5 runs).

ResNet-50

improv Aug. Invariance Reg. hybrid Accuracy Bal-Accuracy rocAUC F1score

– – – 0.850 ± 0.005 0.778 ± 0.013 0.910 ± 0.007 0.775 ± 0.011
– – ✓ 0.862 ± 0.011 0.793 ± 0.017 0.925 ± 0.007 0.788 ± 0.018
✓ – ✓ 0.873 ± 0.007 0.800 ± 0.013 0.928 ± 0.007 0.803 ± 0.005
✓ ✓ ✓ 𝟎.𝟖𝟕𝟓 ± 𝟎.𝟎𝟎𝟖 𝟎.𝟖𝟎𝟓 ± 𝟎.𝟎𝟏𝟐 𝟎.𝟗𝟑𝟎 ± 𝟎.𝟎𝟎𝟒 𝟎.𝟖𝟎𝟒 ± 𝟎.𝟎𝟏𝟏

DensetNet-121

improv Aug. Invariance Reg. hybrid Accuracy Bal-Accuracy rocAUC F1score

– – – 0.837 ± 0.008 0.750 ± 0.019 0.904 ± 0.009 0.743 ± 0.019
✓ – – 0.864 ± 0.008 0.773 ± 0.023 0.915 ± 0.005 0.785 ± 0.014
– ✓ – 0.861 ± 0.011 0.779 ± 0.018 0.917 ± 0.004 0.790 ± 0.009
– – ✓ 0.850 ± 0.003 0.767 ± 0.007 0.908 ± 0.004 0.765 ± 0.005
✓ ✓ ✓ 𝟎.𝟖𝟕𝟒 ± 𝟎.𝟎𝟏𝟏 𝟎.𝟖𝟎𝟑 ± 𝟎.𝟎𝟏𝟓 𝟎.𝟗𝟑𝟏 ± 𝟎.𝟎𝟎𝟑 𝟎.𝟕𝟗𝟕 ± 𝟎.𝟎𝟏𝟔
augmentation only. We conclude that the proposed prior is stronger
than data augmentation alone.

Finally, we conducted an ablation experiment with different equiv-
ariant architectures to evaluate at which point in the network equiv-
ariance to rotation no longer helps generalization. Each architecture,
𝐿, was obtained by substituting all layers with a total stride smaller
or equal to 2𝐿. Under this definition, the hybrid model corresponds
to 𝐿 = 3. Two different optimization settings (learning rate, weight
decay, momentum) were considered, the first one equal to the previous
experiments and the second one (0.01, 1e−4, 0.8) having reduced
learning rate, decay, and momentum. Results are depicted in Fig. 6.
Although the use of equivariant layers seems to have an overall positive
impact on the model, the ideal number of equivariant layers depends
on the optimization settings. Weight decay, as well as the implicit
regularization of large learning rates (Smith et al., 2021) and large
momentum (Wang et al., 2022), are alternative ways of reducing
overfitting and thus lower the impact of the proposed regularization
approach. Despite this, equivariant models perform better than the
baseline in both settings.

5.4. Combining techniques

The various techniques considered in this work incorporate different
priors into the network. This section evaluates the benefit of combining
them in the same model. For this, we selected the top-performing
settings in each set of experiments. The hybrid model was used, together
with the improv data augmentation strategy, and invariance regulariza-
tion (𝜆 = 1). A first ablation study was conducted for the CBIS-DDSM
dataset. The results are shown in Table 6. We also include the results
for a different architecture, DenseNet-121 (Huang et al., 2017), which
has been shown to perform well in mammography data by previous
work (Wang et al., 2021). This model was trained with a learning
rate of 0.01, weight decay of 0.0001, and a momentum of 0.8. Due
10
Fig. 7. Mean KL Divergence between outputs obtained for different transformations of
the same input and their average. The test set of CBIS-DDSM was considered. Rotations,
flips, scale and elastic transformations were used as input transformations.

to its similarity to Resnet-50, we used the 𝑝4-convolution in the same
layers/blocks to obtain the hybrid architecture.

For the Resnet-50 model, the improv augmentation scheme improves
the performance of the hybrid model in all metrics. Adding invariance
regularization leads to further improvements. The best results are,
therefore, obtained when combining the three techniques — improv
augmentation scheme, invariance regularization, and a hybrid archi-
tecture. As more and more regularization methods are combined, the
improvement becomes smaller for all metrics. The results extend to a
new architecture, the DenseNet-121. In this case, the role of regulariza-
tion is more significant. This can be attributed to the use of different
optimization settings. In particular, high learning rates can be seen as
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Table 7
Metrics for models optimized on CBIS-DDSM and evaluated on INbreast for three classes, {‘‘Background’’, ‘‘Benign Mass’’, ‘‘Abnormal Mass’’}.
Models not trained with improv augmentation use the conventional strategy. Models were trained in the same setting except for learning rate,
weight decay, and momentum (mean ± std over 5 runs).

ResNet-50

improv Aug. Inv. Reg. hybrid Accuracy Bal-Accuracy rocAUC F1score

– – – 0.773 ± 0.052 0.623 ± 0.022 0.839 ± 0.023 0.558 ± 0.022
✓ – – 𝟎.𝟖𝟖𝟖 ± 𝟎.𝟎𝟎𝟕 0.702 ± 0.012 0.867 ± 0.019 0.688 ± 0.018
– ✓ – 0.819 ± 0.028 0.661 ± 0.025 0.832 ± 0.023 0.621 ± 0.034
– – ✓ 0.843 ± 0.020 0.700 ± 0.012 𝟎.𝟖𝟕𝟑 ± 𝟎.𝟎𝟐𝟓 0.667 ± 0.023
✓ ✓ ✓ 0.882 ± 0.011 𝟎.𝟕𝟎𝟓 ± 𝟎.𝟎𝟐𝟒 𝟎.𝟖𝟕𝟑 ± 𝟎.𝟎𝟐𝟖 𝟎.𝟔𝟗𝟒 ± 𝟎.𝟎𝟏𝟑

DenseNet-121

improv Aug. Inv. Reg. hybrid Accuracy Bal-Accuracy rocAUC F1score

– – – 0.827 ± 0.017 0.661 ± 0.027 0.846 ± 0.006 0.611 ± 0.026
✓ – – 0.850 ± 0.013 0.674 ± 0.024 0.867 ± 0.014 0.635 ± 0.028
– ✓ – 0.856 ± 0.017 𝟎.𝟕𝟏𝟗 ± 𝟎.𝟎𝟏𝟕 0.870 ± 0.006 0.669 ± 0.016
– – ✓ 0.846 ± 0.008 0.699 ± 0.019 0.853 ± 0.010 0.647 ± 0.014
✓ ✓ ✓ 𝟎.𝟖𝟖𝟐 ± 𝟎.𝟎𝟎𝟗 0.698 ± 0.029 𝟎.𝟖𝟕𝟔 ± 𝟎.𝟎𝟎𝟖 𝟎.𝟔𝟖𝟏 ± 𝟎.𝟎𝟐𝟓
Table 8
Metrics for models optimized on CBIS-DDSM (on the three class setting) and evaluated on INbreast on two classes,
{‘‘Background’’, ‘‘Mass’’}. Models not trained with improv augmentation use the conventional strategy. Models were trained in
the same setting except for learning rate, weight decay, and momentum (mean ± std over 5 runs).

ResNet-50

improv Aug. Inv. Reg. hybrid Accuracy Bal-Accuracy rocAUC F1score

– – – 0.849 ± 0.041 0.859 ± 0.016 0.957 ± 0.007 0.718 ± 0.036
✓ – – 𝟎.𝟗𝟑𝟗 ± 𝟎.𝟎𝟎𝟒 0.905 ± 0.008 0.958 ± 0.013 0.849 ± 0.020
– ✓ – 0.872 ± 0.029 0.884 ± 0.019 0.964 ± 0.005 0.766 ± 0.049
– – ✓ 0.891 ± 0.017 0.899 ± 0.006 0.964 ± 0.004 0.796 ± 0.016
✓ ✓ ✓ 0.935 ± 0.005 𝟎.𝟗𝟏𝟐 ± 𝟎.𝟎𝟎𝟔 𝟎.𝟗𝟔𝟔 ± 𝟎.𝟎𝟎𝟕 𝟎.𝟖𝟓𝟓 ± 𝟎.𝟎𝟎𝟖

DenseNet-121

improv Aug. Inv. Reg. hybrid Accuracy Bal-Accuracy rocAUC F1score

– – – 0.906 ± 0.008 0.889 ± 0.012 0.959 ± 0.005 0.866 ± 0.017
✓ – – 0.927 ± 0.008 0.908 ± 0.007 𝟎.𝟗𝟔𝟕 ± 𝟎.𝟎𝟎𝟓 0.898 ± 0.011
– ✓ – 0.922 ± 0.017 0.904 ± 0.011 0.963 ± 0.002 0.893 ± 0.018
– – ✓ 0.915 ± 0.006 0.900 ± 0.007 0.958 ± 0.006 0.882 ± 0.009
✓ ✓ ✓ 𝟎.𝟗𝟒𝟕 ± 𝟎.𝟎𝟎𝟕 𝟎.𝟗𝟏𝟖 ± 𝟎.𝟎𝟎𝟕 𝟎.𝟗𝟔𝟕 ± 𝟎.𝟎𝟎𝟓 𝟎.𝟗𝟐𝟕 ± 𝟎.𝟎𝟎𝟔
implicit regularization, which helps avoid local minima in the opti-
mization landscape (Smith et al., 2021). The lower learning rate of the
DenseNet-121 model optimization leads to a baseline model with less
implicit regularization, and the impact of the proposed methodology is
more considerable.

Fig. 7 depicts how sensible the model’s output is to input trans-
formations. The transformations shown to be useful in Section 5.1
were used (rotations, flips, scale, and elastic). We can see that when
no data augmentation is used, the model’s output is less robust to
input transformation. improv augmentation and invariance regulariza-
tion improve robustness against the conventional strategy. Notice that
invariance regularization and conventional are trained using the same
input transformations. Despite this, the proposed regularization method
leads to more robust models, and so we conclude that this method is
indeed a stronger prior, as the results of Section 5.2 suggested. The
hybrid architecture does not significantly boost invariance under the
considered set of transformations. Notice that: (i) architecture changes
are only focused on 𝑘 × 90◦ rotations, and (ii) the imposed prior is fo-
cused on the early layers and not on the model’s output. Combining all
strategies further boosts invariance, suggesting the effects of invariance
regularization and improv accumulate.

5.5. Cross-dataset evaluation

We also evaluated the different methods on the INbreast dataset
after being trained on CBIS-DDSM. Although images are from the same
domain in this cross dataset evaluation, the acquisition conditions and
quality significantly differ (Fig. 8). This setting is closer to the real-
world scenario where a model is trained in one dataset and deployed to
11
Fig. 8. Example of malignant masses on CBIS-DDSM (left) and INbreast (right). CBIS-
DDSM images were acquired with scanned film mammography, while in INbreast
full-field digital mammography was used. This is a more recent technique, which leads
to images with better quality.

multiple clinics with different types of equipment. The only adjustment
was to normalize the patches from the INbreast dataset so that their
mean and standard deviation was the same as the training data.

Two settings were considered:

1. Multiclass — with background, benign mass, and abnormal
mass.

2. Binary — with background and mass. The model output was
binarized by considering only the background class score and
setting the probability of ‘‘mass’’ to be the opposite (i.e., 1 −
𝑃 (background)).
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Fig. 9. Examples of images from different datasets in the whole-image experiment.
From left to right: (i) CBIS-DDSM; (ii) INbreast; and (iii) CMMD.

Results are summarized in Tables 7 and 8. All the proposed strate-
gies improve generalization on the INbreast dataset in both tasks
and for both architectures. The relative influence of each strategy
is different for the two architectures, but the improv augmentation
appears to be the most impactful overall. When combined, the proposed
methodology performs better in almost all metrics, demonstrating the
benefit of combining all the techniques.

5.6. Evaluation in whole-image settings

An additional experiment was conducted to evaluate the proposed
methodology in a scenario closer to a real-world application. For this,
the whole breast is fed to the model, rather than just the region of
interest (i.e., whole-image setting). We considered the case of weakly
annotated data, where only the image-level labels are available for
training (benign vs. malignant). For all datasets, images were resized
to 800 × 800 after cropping the region containing the breast, as done
in Shu et al. (2020), and the pixel intensity rescaled to the interval
[0, 1]. In this experiment, INbreast examples are considered malignant
if BIRADS is larger than 3 to keep consistency with the previous study.
Examples from each dataset are provided in Fig. 9.

The same train/validation/test split described in Section 4 for the
CBIS-DDSM dataset was used. For the INbreast and CMMD datasets,
no standard test split is provided. Therefore we used 5-fold cross-
validation to compare models. In each fold of CMMD, a validation
split of 15% of the training data was used. This was not done for
INbreast. Given the small size of this dataset, the validation split would
be unrepresentative. All splits were done in a stratified fashion.

Similar to Shu et al. (2020), we use DenseNet169 as a backbone.
An average pooling layer is used to aggregate the information from all
input regions, followed by a linear layer for classification. The model
was initialized with the pre-trained weights from ImageNet and fine-
tuned to mammography data using the Adam optimizer with a learning
rate of 2 × 10−5 and weight decay of 5 × 10−5. The batch size was set to
16 and the gradient accumulated over 8 steps, leading to an effective
batch size of 128. For the CBIS-DDSM and CMMD datasets, models were
trained until rocAUC stopped improving in validation. For INbreast,
the models were initialized with the final weights of the CBIS-DDSM
experiment and optimized for a fixed number of epochs (300). This
choice was based on the small size of this dataset. Since there are no
pre-trained weights for the hybrid architecture, we trained this model
in the ImageNet dataset using the same methodology as Huang et al.
(2017).3

Data augmentation in the baseline model was done using rotations
𝜃 ∈ [−25, 25], small translations ([−40, 40]), and scaling (𝑠 ∈ [0.8, 1.2]).
This model was then regularized by: (i) adding elastic transformations
to the data augmentation pipeline; (ii) applying invariance regulariza-
tion loss (𝜆 = 1); and (iii) using an hybrid architecture. Architecture-
wise, the first two blocks of the DensetNet architecture were con-
verted to 𝑝4, along with the initial convolution and batch-norm layer.
Accuracy and rocAUC are depicted in Table 9.

3 After convergence, the model reached a top-5 error of 8.4% vs. 6.9%
obtained with the original model. This difference is out of the scope of this
paper, but we provide the values here for context.
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Table 9
Accuracy and rocAUC for a whole-image models in three different datasets.

Baseline w/Regularization

Acc AUC Acc AUC

CBIS 0.713 0.784 0.750 0.812
INbreast 0.844 0.828 0.863 0.859
CMMD 0.769 0.837 0.779 0.850

The baseline results are comparable to those obtained in Shu et al.
(2020) for the CBIS dataset using the same methodology (DenseNet-
169 with average pooling). Introducing symmetry-based regularization
leads to higher accuracy and AUC for all datasets, demonstrating the
potential of symmetry-based regularization in diverse settings. Notice
that improved generalization was found even in a transfer-learning
setting. Although the improvement was smaller for the CMMD dataset,
it was still significant in a relatively large dataset of around 5k images.

6. Conclusion

The concept of symmetry is quintessential in the design of CAD
systems. The ideal system should respond differently to input trans-
formations depending on the application. This work shows how this
general principle can be used to devise regularization strategies for
breast cancer screening in mammography, where data efficiency is
critical.

Three general approaches were followed: (i) data augmentation, (ii)
invariance regularization loss, and (iii) equivariant architectures. These
encode different priors on the functions learned by CNNs, based on
a symmetry we want to induce in the network. Using the proposed
methods for optimization is straightforward in most scenarios. The
extensive evaluation showed that each approach improves general-
ization to unseen data. When combined, they further improve model
robustness. These results were validated in different settings, including
cross-dataset and whole-image scenarios, for different architectures and
datasets.

Globally, including symmetry priors in the optimization of neural
networks leads to better generalization and more robust models. We
hope these principles can guide the development of more data-efficient
methods for CAD in breast cancer screening and other medical imaging
domains.
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Appendix A. Notes on group and group actions

Groups

A group is a set equipped with a binary operation, in this work
denoted as ◦, and which satisfies the four conditions below. Let 𝐺 be a
roup. Then,

• Closure

𝑔◦𝑏 ∈ 𝐺, ∀𝑔, 𝑏 ∈ 𝐺

• Associativity

(𝑔◦𝑏)◦𝑎 = 𝑔◦(𝑏◦𝑎), 𝑔, 𝑏, 𝑎 ∈ 𝐺

• Identity

∃𝑒 ∈ 𝐺 ∶ 𝑒◦𝑔 = 𝑔◦𝑒 = 𝑔, ∀𝑔 ∈ 𝐺

• Inverse

∀𝑔 ∈ 𝐺 ∃𝑔−1 ∈ 𝐺 ∶ 𝑔−1◦𝑔 = 𝑔◦𝑔−1 = 𝑒

roup actions

A group 𝐺 acts on a set 𝑋 when there is a map 𝐺 × 𝑋 → 𝑋 such
hat the two conditions below are satisfied. The notation used in this
ork for this map is given by: 𝑇𝑔◦𝑋. Let 𝐺 be a group that acts on 𝑋,

hen:

• Identity

𝑇𝑒◦𝑥 = 𝑥 ∀𝑥 ∈ 𝑋

• Compatibility

𝑇𝑔◦(𝑇𝑏◦𝑥) = 𝑇𝑔◦𝑏◦𝑥 ∀𝑥 ∈ 𝑋, 𝑔, 𝑏 ∈ 𝐺

ppendix B. Group action proofs

If 𝐺 is a group and 𝑋 is a set, a group action is a function 𝐺×𝑋 → 𝑋,
uch that the following two axioms are satisfied:

1. Identity

𝑒◦𝑥 = 𝑥

𝑒 is the identity of 𝐺, 𝑥 ∈ 𝑋
2. Compatibility

𝑔◦(𝑏◦𝑥) = (𝑔◦𝑏)◦𝑥

𝑔, 𝑏 ∈ 𝐺, 𝑥 ∈ 𝑋

We now show that the group actions mentioned in this work satisfy
hese axioms.

eneral transformations

Consider the set of transformations 𝑇 = {𝑇𝑏|𝑏 ∈ 𝐺}, which acts on
in the following way:

𝑇𝑏◦𝑓 ](𝑥) = 𝑓 (𝑏−1◦𝑥)

1. Identity:

[𝑇𝑒◦𝑓 ](𝑥) = 𝑓 (𝑒−1◦𝑥) = 𝑓 (𝑒◦𝑥) = 𝑓 (𝑥)

2. Compatibility:

[𝑇𝑔◦[𝑇𝑏◦𝑓 ]](𝑥) = [𝑇𝑏◦𝑓 ](𝑔−1◦𝑥)

= 𝑓 (𝑏−1◦𝑔−1◦𝑥)

= 𝑓 ((𝑔◦𝑏)−1◦𝑥)
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= [𝑇𝑔◦𝑏◦𝑓 ](𝑥)
𝑝4 on 𝛺 = Z2 and 𝛺 = 𝑝4

Consider the group 𝑝4. The group operation is defined as:

𝑔◦𝑏 = (𝜃𝑔 + 𝜃𝑏,

𝑥𝑔 + cos(𝜃𝑔).𝑥𝑏 − sin(𝜃𝑔).𝑦𝑏,

𝑦𝑔 + sin(𝜃𝑔).𝑥𝑏 + cos(𝜃2).𝑦𝑏)

This is a group since:

• The identity element 𝑒 exists and is equal to (0, 0, 0).
• The above operation is associative. The first component is the sum

of 𝜃’s, which is associative. For the second and third component
consider the proof in Eq. (19).

• The inverse element takes the form of:

𝑔−1 =(−𝜃𝑔 ,

− cos(𝜃𝑔).𝑥𝑔 − sin(𝜃𝑔).𝑦𝑔 ,

+ sin(𝜃𝑔).𝑥𝑔 − cos(𝜃𝑔).𝑦𝑔)

For 𝛺 = Z2, let 𝑔 = (𝑥1, 𝑦1, 𝜃) and 𝑢 = (𝑥2, 𝑦2) ∈ 𝛺, and the group
action be defined as:

𝑔◦𝑢 = (𝑥1 + cos(𝜃).𝑥2 − sin(𝜃).𝑦2,

𝑦1 + sin(𝜃).𝑥2 + cos(𝜃).𝑦2)

This group action can be defined in matrix form as:

⎛

⎜

⎜

⎝

cos(𝜃) − sin(𝜃) 𝑥1
sin(𝜃) cos(𝜃) 𝑦1
0 0 1

⎞

⎟

⎟

⎠

⎛

⎜

⎜

⎝

𝑥2
𝑦2
1

⎞

⎟

⎟

⎠

(18)

1. Identity — with 𝑒 = (0, 0, 0), the identity element of group 𝑝4,
the matrix in Eq. (18) becomes the identity matrix.

2. Compatibility:

𝑔◦(𝑏◦𝑢) = 𝑔◦(𝑥𝑏 + cos(𝜃𝑏).𝑥 − sin(𝜃𝑏).𝑦,

𝑦𝑏 + sin(𝜃𝑏).𝑥 + cos(𝜃𝑏).𝑦)

= (𝑥𝑔 + cos(𝜃𝑔).[𝑥𝑏 + cos(𝜃𝑏).𝑥 − sin(𝜃𝑏).𝑦]

− sin(𝜃𝑔)[𝑦𝑏 + sin(𝜃𝑏).𝑥 + cos(𝜃𝑏).𝑦],

𝑦𝑔 + sin(𝜃𝑔).[𝑥𝑏 + cos(𝜃𝑏).𝑥 − sin(𝜃𝑏).𝑦]

+ cos(𝜃𝑔)[𝑦𝑏 + sin(𝜃𝑏).𝑥 + cos(𝜃𝑏).𝑦]) (19)
= ((𝑥𝑔 + cos(𝜃𝑔)𝑥𝑏 − sin(𝜃𝑔)𝑦𝑏)

+ cos(𝜃𝑔 + 𝜃𝑏)𝑥 − sin(𝜃𝑔 + 𝜃𝑏)𝑦,

(𝑦𝑔 + cos(𝜃𝑔)𝑦𝑏 + sin(𝜃𝑔)𝑥𝑏)

+ sin(𝜃𝑔 + 𝜃𝑏)𝑥 + cos(𝜃𝑔 + 𝜃𝑏)𝑦)

= (𝑔◦𝑏)◦𝑢

For 𝛺 = 𝑝4, we have a group action on itself. It follows from the
definition of a group that the group operation is a group action.

Appendix C. Relationship between contrast and brightness trans-
formations and batch normalization

Considering the convolution parameterized by 𝑤, over an image, 𝐼 ,
the result is given by:

[𝐼 ∗ 𝑤](𝑥) =
∑

𝑢∈𝛺
𝐼(𝑢) ⋅𝑤(𝑥 − 𝑢)

When we apply contrast and brightness changes to the image, we
have:

[(𝑐.𝐼 + 𝑏) ∗ 𝑤](𝑥) =
∑

𝑢∈𝛺
(𝑐.𝐼(𝑢) + 𝑏) ⋅𝑤(𝑥 − 𝑢)

= 𝑐.
∑

𝐼(𝑢) ⋅𝑤(𝑥 − 𝑢) +
∑

𝑏.𝑤(𝑥 − 𝑢)

𝑢∈𝛺 𝑢∈𝛺
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Fig. 10. Hybrid model structure.

= 𝑐.[𝐼 ∗ 𝑤](𝑥) + 𝑏.
∑

𝑢∈𝛺
𝑤(𝑥 − 𝑢)

We can see that the changes in the output induced by the transfor-
mation do not depend on the input but only on 𝑐 and the sum of the
values of the convolutional weight multiplied by 𝑏, 𝑏.

∑

𝑢∈𝛺 𝑤(𝑥 − 𝑢).
These changes in the activations’ statistics are equal for all images in
the batch. Thus, they are nullified by a batch normalization layer.

Appendix D. Experimental details — Metrics used

Four metrics were used to compare models in this work:

• accuracy is the most widely used metric in classification prob-
lems and corresponds to the proportion of correctly classified
examples:
𝑁
∑

𝑖=1

I[�̂�𝑖 = 𝑦𝑖]
𝑁

where I is an indicator function, �̂�𝑖 and 𝑦𝑖 are the model prediction
and label for 𝑖th sample, and 𝑁 the number of samples.

• balanced-accuracy is the average proportion of correctly clas-
sified examples over the classes, contrary to the previous metric
14
it weights every class equally, independently of the number of
examples in each. This is often useful to assess the performance
of models in imbalanced problems.

1
||

∑

𝑐∈

𝑁𝑐
∑

𝑖=1

I[�̂�𝑐,𝑖 = 𝑦𝑐,𝑖]
𝑁𝑐

where  is the set of classes in considered, 𝑁𝑐 the number of
examples for class 𝑐, and �̂�𝑖 and 𝑦𝑖 are the model prediction and
label for 𝑖th sample of class 𝑐.

• rocAUC score is the area and the curve of the ROC curve, often
used for binary classifiers. In this work we used an extension for
multi-class problems. It corresponds to the average AUC of each
class (AUC𝑐). The average AUC of class 𝑐 is found by averaging
the AUC of the binary classifiers between class 𝑐 and other classes
(one vs. one). This is done to avoid large classes dominating the
metric value. Concretely:

AUC𝑐,𝑘 =

∑𝑁𝑐
𝑖=1

∑𝑁𝑘
𝑗=1 I[𝑠

𝑐
𝑐,𝑖 > 𝑠𝑘𝑘,𝑗 ]

𝑁𝑐𝑁𝑘

AUC𝑐 =
∑

𝑘∈⧵{𝑐}

AUC𝑐,𝑘

|| − 1

AUC =
∑

𝑐∈

AUC𝑐
||

where 𝑠𝑐𝑘,𝑖 is the classifier’s confidence (score) that the 𝑖th sample
of class 𝑘 belongs to class 𝑐. We advocate for the use of this
one vs. one formulation in our setting since, using a one vs. rest
approach, AUC𝑐 would lead to the biggest classes dominating in
the formula. For instance, considering the classes ‘‘malignant’’,
‘‘benign’’ and ‘‘normal’’, where ‘‘normal’’ has an overwhelming
support, the AUC of ‘‘malignant’’ vs. rest would be very close to
the AUC of ‘‘malignant’’ vs. ‘‘normal’’. As such, the metric would
benefit models that can distinguish ‘‘normal’’ from the rest in
comparison to more equilibrate models. For mass classification,
it is easier to classify ‘‘mass’’ (malignant or benign) vs. ‘‘normal’’
than to distinguish ‘‘malignant’’ and ‘‘benign’’ masses. As such, the
numeric value of one vs. one was lower than one vs. rest in early
experiments. In Appendix D.1 we provide an example showing
how one class can dominate the computation of metrics that are
sensible to class size.

• F1-score is the harmonic mean between the precision and recall
of a classifier. We use a multi-class extension of the metric given
by the average of f1-score for each class:

Precision𝑐 =
∑𝑁𝑐

𝑖=1 I[�̂�𝑐,𝑖 = 𝑦𝑐,𝑖]
∑

𝑘∈
∑𝑁𝑘

𝑖=1 I[�̂�𝑘,𝑖 = 𝑐]
,

Recall𝑐 =
∑𝑁𝑐

𝑖=1 I[�̂�𝑐,𝑖 = 𝑦𝑐,𝑖]
𝑁𝑐

F1 =
1
||

∑

𝑐∈
2

Precision𝑐 .Recall𝑐
Precision𝑐 + Recall𝑐

D.1. Example — Metrics’ sensibility to class size

Suppose we have a classification problem with three classes, 𝐴, 𝐵,
𝐶, where 𝑁𝐴 ≫ (𝑁𝐵 +𝑁𝐶 ) and 𝑁𝐵 = 𝑁𝐶 . A classifier is trained and its
confusion matrix is given by:

Actual
A B C

Predicted
A 1 0 0
B 0 0.5 0.5

C 0 0.5 0.5
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Fig. 11. Test metrics for different models architectures. Ablation experiments on the model architecture following the same experimental protocol as in the main paper.
Fig. 12. Test metrics for different models architectures. Ablation experiments on the model architecture following a new experimental protocol (learning rate 0.01, weight decay
0.0001 and momentum 0.8).
Fig. 13. Training metrics for different model architectures (average over 5 runs).
This model perfectly distinguishes between ‘‘A’’ and ‘‘{B,C}’’, but does
not distinguish ‘‘B’’ and ‘‘C’’. Because 𝑁𝐴 ≫ (𝑁𝐵 + 𝑁𝐶 ), the model’s
accuracy is:

𝑁
∑ I[�̂�𝑖 = 𝑦𝑖] ≈

1𝑁𝐴 + 0.5𝑁𝐵 + 0.5𝑁𝐶 ≈ 1
15

𝑖=1 𝑁 𝑁𝐴
The balanced accuracy is:

1
||

∑

𝑘∈

𝑁𝑘
∑

𝑖=1

I[�̂�𝑘,𝑖 = 𝑦𝑘,𝑖]
𝑁𝑘

≈ 1
3

(

1𝑁𝐴
𝑁𝐴

+
0.5𝑁𝐵
𝑁𝐵

+
0.5𝑁𝐶
𝑁𝐶

)

≈ 2
3
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As such, the balanced accuracy may be a more discriminative measure
of model’s performance if distinguishing B and C from each other is
considered important. In summary, this metric gives more weight to
small classes than standard accuracy. If we do the same analysis for
the two rocAUC score settings, ‘‘one vs. one’’ and ‘‘one vs. rest’’, we get
the following class scores:

Averaging class scores leaves us with AUCs of 0.8333 for the ‘‘one
vs. one’’ case and 1 for the ‘‘one vs. rest’’. AUC with ‘‘one vs. one’’ may
be a more discriminative measure for imbalanced classification prob-
lems. Regarding the F1-score, despite it being computed in a one vs.
rest setting, it is still sensible to different degrees of ‘‘distinguishness’’
between B and C. The precision and recall for each class would be given
by:

The average f1-score is 2
3 .

𝐴𝑈𝐶𝑐,𝑘 𝐴𝑈𝐶𝑐
k
A B C

c
A – 1 1 1
B 1 – 0.5 0.75
C 1 0.5 – 0.75

(a) one vs. one
𝐴𝑈𝐶𝑜𝑣𝑟

𝑐

c
A 𝑁𝐴(𝑁𝐵 +𝑁𝐶 )∕𝑁𝐴(𝑁𝐵 +𝑁𝐶 ) = 1
B 𝑁𝐵(𝑁𝐴 + 0.5𝑁𝐶 )∕𝑁𝐵(𝑁𝐴 +𝑁𝐶 ) ≈ 1
C 𝑁𝐶 (𝑁𝐴 + 0.5𝑁𝐵)∕𝑁𝐶 (𝑁𝐴 +𝑁𝐴) ≈ 1

(b) one vs. rest

Precision Recall
A 1.𝑁𝐴∕(𝑁𝐴 + 0𝑁𝐵 + 0𝑁𝐶 ) = 1 𝑁𝐴∕𝑁𝐴 = 1
B .5𝑁𝐵∕(0𝑁𝐴 + .5𝑁𝐵 + .5𝑁𝐶 ) = .5 .5𝑁𝐵∕𝑁𝐵 = .5
C .5𝑁𝐶∕(0𝑁𝐴 + .5𝑁𝐶 + .5𝑁𝐵) = .5 .5𝑁𝐶∕𝑁𝐶 = .5

Appendix E. Additional results — Ablation for group equivariant
architectures

As discussed, equivariant architectures can be generated from well-
known models. For this, convolutional and other types of layers (e.g.,
batch normalization) need to be substituted by their equivariant coun-
terparts. This can be done to the whole architecture (e.g., the p4 model
in the main paper) or a set of early layers in the model (e.g., the hybrid
rchitecture). The benefit of rotation equivariance is expected to be
ore significant at the beginning of the network. In this section, we
rovide additional experiments that help to characterize these archi-
ectures. Unless otherwise stated, they follow the experimental protocol
escribed in the paper for mass classification in the CBIS-DDSM dataset.

We conducted an ablation experiment with different equivariant ar-
hitectures to evaluate at which point in the network rotation equivari-
nce no longer helps generalization. Each architecture, 𝐿, was obtained
y substituting all layers with a total stride smaller or equal to 2𝐿. For
nstance, under this definition, the hybrid model presented in the paper
orresponds to 𝐿 = 3, as shown in Fig. 10. The different metrics for
ach architecture are depicted in Fig. 11.

The architectures 𝐿 = 2, 𝐿 = 3, and 𝐿 = 4 are better than the
aseline for all metrics. The same happens for the fully equivariant
odel p4. 𝐿 = 4 is better than the L = 3 (hybrid) architecture in 3

ut of 4 metrics and worse in rocAUC. Unexpectedly, 𝐿 = 5 performs
orse than the fully equivariant model in three out of four metrics.
e suspect that different factors can contribute to this, including

ptimization difficulties. The same experiment was run again but with
different optimization protocol. Namely, we set the learning rate to

.01, weight decay 0.0001, and used Nesterov momentum equal to

.8. These changes were done to reduce the intrinsic regularization
ffect that the high learning rates, momentum, and weight decay have
16

n learning. In this scenario (Fig. 12), all equivariant models beat
he baseline. The 𝐿 = 4, 𝐿 = 5, and p4 architectures dominate
cross the four metrics. As there is less regularization intrinsic to the
ptimization protocol, models with more structure perform relatively
etter. In this experiment, the difference between the best and worse
odels was typically higher, but the models performed overall worse
hen compared to the previous optimization protocol.

Another attractive property of these models is that they require less
ime for optimization, as shown in Fig. 13. These architectures are
impler models in the sense that they have fewer parameters and more
tructure than their traditional counterparts. Rotation equivariance is
rewed in the model’s architecture rather than learned.

ppendix F. Supplementary data

Supplementary material related to this article can be found online
t https://doi.org/10.1016/j.media.2022.102690.
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