A viscoelastic $k - \varepsilon - \overline{\nu^2} - f$ turbulent flow model valid up to the maximum drag reduction limit
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Abstract

A tensorially consistent near-wall four equation model is developed to model turbulent flow of dilute polymer solutions. The model is validated up to the maximum drag reduction limit, by utilizing the data obtained from direct numerical simulations using the finitely extensible nonlinear elastic-Peterlin (FENE-P) constitutive model. Eight sets of direct numerical simulation (DNS) data are used to analyze budgets of relevant physical quantities, such as the nonlinear terms in the FENE-P constitutive equation, the turbulent kinetic energy, the wall normal Reynolds stress and dissipation transport. Closures were developed for the rate of dissipation, the viscoelastic turbulent viscosity, and the interactions between the fluctuating components of the conformation tensor and of the velocity gradient tensor terms. Predicted polymer stress, velocity profiles and turbulent flow characteristics are all in good agreement with the literature, from which six independent DNS data sets were used covering a wide range of rheological and flow parameters, including high Reynolds number flows, and showing significant improvements over the corresponding predictions of other existing models.

1. Introduction

It has been known for quite over 60 years that the addition of polymers to turbulent flows of Newtonian fluids can dramatically reduce the turbulent friction drag up to 80%. Comprehensive reviews of the early literature in this area are given in Hoyt [1], Lumley [2,3] and Virk [4]. Several theories have been proposed to describe the complex mechanism of turbulent drag reduction (DR) in dilute polymer solutions. Lumley [2] proposed a mechanism based on the extension of the polymers, suggesting that the stretching of coiled polymers, in regions with strong deformations such as the buffer layer, increases the effective extensional viscosity. This would dampen small eddies, thicken the viscous sublayer and consequently lead to drag reduction. Lumley also related the onset of drag reduction with the time scale of the polymers becoming larger than the time scale of the flow.

In his extensive experimental data analysis Virk [5] introduced the concept of an “elastic sublayer” between the viscous sublayer and the logarithmic zone where crucial events in drag reduction take place. Virk [5], Castro and Squire [6], and Giles and Pettit [7] observed an increase in the thickness of the elastic sublayer with drag reduction to eventually fill the whole logarithmic and outer layer regions at maximum drag reduction, thus introducing the concept of maximum drag reduction asymptote. On the other hand, Tabor and de Gennes [8] postulated that drag reduction is caused by the elastic rather than the viscous properties of polymer additives. This idea is supported by experiments showing that drag reduction also occurs albeit by a different amount, when the polymers are injected at the center of the pipe (heterogeneous drag reduction). Their explanation was that the shear waves, caused by the elasticity of the polymers prevented production of turbulent velocity fluctuations at the small scales.

Over the last 15 years, the development of accurate and efficient numerical and experimental methods has made it possible to investigate in detail turbulent DR in dilute polymer solutions [9–12]. It is now generally accepted that DR is associated with inhibition of turbulent motion by the action of polymer additives; the high extensional viscosity of the viscoelastic polymer solutions leads to a reduction in the vortex dynamic activities that are characteristic of turbulence taking place near the wall in the viscous and buffer sublayers. This is essentially in agreement with the original proposals of Lumley [2]. More recently, Kim et al. [13,14] proposed the weakening of hairpin vortices by polymer counter-torques as a key mechanism of DR. The torques created by
straining the polymers inherently oppose the rotation of the legs and heads of the hairpin vortices in the log layer as well as the quasi-streamwise vortices in the buffer layer.

Several DNS investigations of fully-developed turbulent channel flow have been carried out to understand the effect of rheological parameters on turbulent structure and statistics [15]. Most of these numerical simulations used constitutive equations based on the FENE-P (finitely extensible nonlinear elastic-Peterlin) model which allows one to probe the effect on the flow of the polymer relaxation time, the chain extensibility and the polymer to solution viscosity ratio on the flow.

DNS simulation of turbulent viscoelastic flow is significantly more expensive than Newtonian DNS for two reasons: first, because of the larger number of primary variables in the former than in the latter and secondly, as DR increases, the near wall streaks become progressively stabilized and elongated, thus requiring the use of longer simulation boxes in particular for high DR values [16]. Consequently, for a given Reynolds number, the CPU-time and memory requirements for DNS of viscoelastic flows are at least one order of magnitude larger as compared to the Newtonian case, and so it is not feasible for most of the engineering purposes. Hence, Reynolds-averaged Navier–Stokes (RANS) type or other computationally less demanding models have to be developed for modeling turbulent flows of dilute polymer solutions in engineering applications.

In an attempt to incorporate viscoelastic fluid rheology into turbulence models for drag reducing fluids, Pinho [17], and Resende et al. [18] developed several first-order turbulence models for a modified version of the generalized Newtonian fluid constitutive equation, where the dependence of stress hardening of the fluid on the third invariant of the rate of deformation tensor was included. This family of models also included an anisotropic version to capture the increased Reynolds stress anisotropy [18], and a second order version, where the Reynolds stress tensor was computed from the corresponding transport equations [19].

Leighton et al. [20] proposed the first turbulence model for polymer flows based on the FENE-P dumbbell constitutive equation model. In their closure, transport equations for the Reynolds and the polymer stresses were added to the mean flow equation and closures for the unknown correlations were developed and the model tested in channel flow, but the model was not made available in the open literature. Pinho et al. [21,22] devised a new RANS model for FENE-P fluids, which is an extension of the low Reynolds number k-ε model for Newtonian fluids. This model provided closures for various terms of the governing equations, but only worked for low DR. Subsequently, Resende et al. [23] developed several sophisticated and exceedingly complex closures for the nonlinear turbulent term of the conformation tensor equation and improved previous closures of Pinho et al. [21] for the viscoelastic stress work and the viscoelastic turbulent transport of the turbulent kinetic energy (k) extending the model to intermediate DR levels and showing the limitations of a simple k-ε closure to modeling polymer solutions up to high DR. In fact, since turbulence anisotropy increases with DR, the inherent turbulence isotropy of the k-ε model does not allow the simultaneous accurate prediction of mean velocity, turbulent kinetic energy and its rate of dissipation at high DR.

Iaccarino et al. [24] introduced a k - ε - P - f model for fully developed channel flow, which is capable of predictions over the whole range of DR. The concept of turbulent polymer viscosity (or viscoelastic eddy viscosity) was used to account for the combined effects of turbulence and viscoelasticity on the polymer extra stress tensor term in the momentum equation. The turbulent polymer viscosity was made to depend on the turbulent kinetic energy, the polymer relaxation time and the trace of conformation tensor, an idea that is adopted here with a new improved closure. The model of the nonlinear terms in the conformation tensor equation relied on the turbulent dissipation rate, but the main characteristic of Iaccarino et al.’s model [24], imported from the corresponding Newtonian model, was the ability to incorporate into the Reynolds stress tensor closure the wall damping effect upon the wall normal turbulence via the scalar P and the role of pressure strain. Both of these quantities are significantly modified by polymer additives and enhance turbulence anisotropy. However, although their model predicts accurately the amount of drag reduction, their predictions of the polymer shear stress in the Reynolds-averaged momentum, of the budgets of the turbulent kinetic energy and of the evolution equation for the conformation tensor are not in agreement with DNS results. In this work we aim to address these shortcomings by presenting a new k - ε - P - f model for FENE-P fluids and test it in fully-developed turbulent channel flow, which is essential to a future extension to other flows.

The single-point turbulence model developed here is based on the time-averaged governing equations for viscoelastic fluids presented by Dimitropoulos et al. [25]. An important contribution of the present work is the development of new closures for the nonlinear fluctuating terms appearing in the FENE-P rheological constitutive equation, and for the polymer stress work terms in the k and P transport equations. The model is assessed against different sets of DNS data covering a wide range of flow and fluid conditions quantified by the Weissenberg number (Wi), Reynolds number (Re) and maximum polymer extensibility (L2). The paper is organized as follows: Section 2 introduces the instantaneous and time-averaged governing equations and identifies the viscoelastic terms requiring modeling. In Section 3, the turbulent closures are developed and Section 4 presents model predictions for fully developed turbulent channel flow over the whole range of DR. Conclusions are offered in Section 5.

2. Governing equations

In what follows, upper-case letters or overbars denote Reynolds-averaged quantities and lower-case letters or primes denote fluctuating quantities. A hat denotes an instantaneous quantity. In what follows, upper-case letters or overbars denote Reynolds-averaged quantities and lower-case letters or primes denote fluctuating quantities. A hat denotes an instantaneous quantity.

2.1. Continuity and momentum equations

The Reynolds-averaged equations appropriate for incompressible flow of FENE-P fluids are:

continuity:

$$\frac{\partial U_i}{\partial x_i} = 0$$  \hspace{1cm} (1)

and momentum:

$$\rho \frac{\partial U_i}{\partial t} + \rho U_j \frac{\partial U_i}{\partial x_j} = -\frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_k} \left( \mu \frac{\partial U_i}{\partial x_k} \right) + \frac{\partial \tau_{ik}}{\partial x_k}$$  \hspace{1cm} (2)

where $\tau_{ik}$ is the time-averaged extra stress tensor, $U_i$ is the mean velocity, $P$ is the mean pressure, $\rho$ is the fluid density and $-\rho \tau_{ik}$ is the Reynolds stress tensor. The extra stress tensor $\tau_{ik}$ describes the rheology of the fluid and is given in Eq. (3) as the sum of a Newtonian solvent contribution of viscosity $\eta_s$ with a polymeric contribution $\tau_{ijp}$ described by the FENE-P rheological constitutive model:

$$\tau_{ij} = 2\eta_s S_{ij} + \tau_{ijp}$$  \hspace{1cm} (3)

where $S_{ij}$ is the rate of strain tensor defined as:

$$S_{ij} = \frac{1}{2} \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right)$$  \hspace{1cm} (4)
In Eqs. (2) and (3) the Reynolds stress and the time-averaged polymer stress need approximations. The former can be calculated by models developed for Newtonian fluids but modified to account for the effects of viscoelasticity, whereas the latter must be calculated with the Reynolds-averaged rheological constitutive equation.

2.2. Constitutive equation

To develop a model for \( \tau_{ijp} \), we start with the instantaneous FENE-P equation for the polymeric stress \[26,27\]. The instantaneous polymeric contribution to the total extra stress is given as an explicit function of the instantaneous conformation tensor \( \tilde{c}_{ij} \)

\[
\dot{c}_{ij} = n_p \left( f(\tilde{c}_{ik}) \tilde{c}_{lj} - f(L) \delta_{ij} \right)
\]

where the different \( f(\tilde{c}_{ik}) \) and \( f(L) \) functions take here the forms used by Li et al. \[16,28\] and are given by

\[
f(\tilde{c}_{ik}) = \frac{L^2 - 3}{L^2 - \tilde{c}_{ik}} \quad \text{and} \quad f(L) = 1
\]

where \( L \) denotes the maximum dimensionless extensibility of the model dumbbell. Other functions are discussed in \[29\]. The required conformation tensor obeys a hyperbolic differential equation of the form:

\[
f(\tilde{c}_{ik}) \tilde{c}_{lj} + \lambda \left( \frac{\partial}{\partial x} \tilde{c}_{ik} + \frac{\partial}{\partial x} \tilde{c}_{lj} - \frac{\partial}{\partial x} \tilde{c}_{ij} \right) = f(\tilde{c}) \delta_{ij}
\]

Using Eqs. (5) and (7) can be alternatively written as

\[
\frac{\partial}{\partial x} \tilde{c}_{ij} + \frac{\partial}{\partial x} \tilde{c}_{ij} - \frac{\partial}{\partial x} \tilde{c}_{ij} = \frac{\tau_{ij}}{n_p}
\]

The terms in the parenthesis in Eqs. (7) and (8) denote Oldroyd’s upper convective derivative of the instantaneous conformation tensor. The first two terms represent the local and advective derivatives (together they form the material derivative) and the other two terms account for the distortion of \( \tilde{c}_{ij} \) by the instantaneous fluctuation. The other parameters of the polymer constitutive equation are the relaxation time of the fluid \( \lambda \) and the polymer viscosity coefficient \( n_p \).

Reynolds-averaging the above equations, the time-averaged polymer stress \( \tau_{ijvp} \) is obtained:

\[
\tau_{ijvp} = \frac{n_p}{\lambda} \left( f(C_k) C_q - f(L) \delta_{ij} \right) + \frac{n_p}{\lambda} f(C_k + C_q) C_q
\]

where the last term on the right hand side also needs an approximation. The time-averaged form of the conformation tensor evolution equation is:

\[
\check{C}_{ij} = \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} - \frac{2}{3} \frac{\partial \bar{U}_j}{\partial x_i} = -\frac{\tau_{ijp}}{n_p}
\]

which after substitution of Eq. (9), becomes:

\[
\check{C}_{ij} + \frac{2}{3} \left( \frac{\partial U_i}{\partial x_j} - \frac{\partial U_j}{\partial x_i} + \frac{\partial \bar{U}_j}{\partial x_i} \right) = -f(C_k) C_q - f(L) \delta_{ij} + f(C_k + C_q) C_q
\]

On the left hand side of Eqs. (10) and (11), the mean flow advective term contained within the Oldroyd derivative of \( \check{C}_{ij} \) (denoted by \( \check{C}_{ij} \)) vanishes for fully developed channel flow. The mean flow distortion term of \( \check{C}_{ij} \) is \( M_{ij} \) and is given by:

\[
M_{ij} = \left( C_{ij} \frac{\partial U_j}{\partial x_k} + C_{jk} \frac{\partial U_j}{\partial x_k} \right)
\]

\( M_{ij} \) is non-zero, but it needs no closure. The remaining two terms are related to turbulence correlations and, following the analysis and nomenclature of Li et al. \[28\] and Housiadas et al. \[30\], they are labeled as

\[
CT_{ij} = -n_p \frac{\partial U_i}{\partial x_k} \frac{\partial U_j}{\partial x_k}
\]

which represents the contribution to the advective transport of the conformation tensor by the fluctuating velocity field, and

\[
NLT_{ij} = C_{ij} \frac{\partial U_j}{\partial x_k} + C_{jk} \frac{\partial U_j}{\partial x_k}
\]

which accounts for the interactions between the fluctuating components of the conformation tensor and of the velocity gradient tensor. This term originates from the Oldroyd derivative and is the fluctuating counterpart of \( M_{ij} \). Both \( CT_{ij} \) and \( NLT_{ij} \) require closure approximations.

In this study we investigate fully developed channel flow of FENE-P fluids over a wide range of conditions as described in Table 1, which lists the DNS data sets. All DNS cases correspond to \( \beta = 0.9 \), the Reynolds number \( Re_0 \) is defined as \( Re_0 = \frac{U_0 v_0}{\nu} \) based on the friction velocity \( (U_0) \), the channel half-height \( (h) \) and the zero shear-rate kinematic viscosity of the solution, i.e., the sum of the kinematic viscosities of the solvent and polymer \( \nu_0 = \nu_s + \nu_p \). All kinematic viscosities are defined with the total solution density. The Weissenberg number is \( W_i 0 \equiv U_0 / \nu_0 \) and \( \beta \) is the ratio between the solvent kinematic viscosity and the zero shear-rate kinematic viscosity of the solution, \( \beta \equiv \nu_s / \nu_0 \). A semi-implicit method is used for time-integration of the governing equations. In space, a spectral method is used with Fourier representations in the streamwise and spanwise directions, and Chebyshev expansion in the wall-normal direction. To achieve stable numerical integration of Eq. (8), a stress diffusion term of \( (k^2 \partial^2 C_{ij} / \partial x^2) \) is introduced, where \( k \) denotes a constant, isotropic, artificial numerical diffusivity. As in earlier studies \[10,14\], the dimensionless artificial numerical diffusivity is taken to be \( k / h U_t \sim O(10^{-2}) \). Periodic boundary conditions are applied in the streamwise \( (x) \) and spanwise \( (z) \) directions, and the no-slip boundary condition is imposed on velocity at the solid walls. Details of the numerical approaches used in this work can be found in \[16\].

In normalizing the governing equations and inherently the various physical quantities, the velocity scale is taken to be the friction velocity \( (U_t) \), the length scale is either the channel half-height \( (x_t = x / h) \) or the viscous length \( (x_t = x / \nu_s / U_t) \), leading to superscripts \( \cdot \) and \( \ast \), respectively. When mixing the two types of normalization, i.e. using wall/viscous and physical quantities, the superscript used is \( \cdot \), e.g. \( M_t = M_t U_t / v_0 \). The conformation tensor is already in dimensionless form.

2.3. Reynolds stresses

To compute the Reynolds stress tensor, we adopt Boussinesq’s turbulent stress–strain relationship:

\[
-\rho u_i u_j = 2\rho_v S_{ij} - \frac{2}{3} \rho k \delta_{ij}
\]

where \( \nu_t \) is the eddy viscosity and \( k \) is the turbulent kinetic energy. \( \frac{\partial \bar{U}_j}{\partial x_i} \). The eddy viscosity is modeled according to the \( k - \varepsilon - \theta - f \) model \[31\]. This particular choice is justified by the fact that the polymer drag reduction is mostly a near wall phenomenon, and it requires a modification to the turbulence redistribution mechanism. This model of Lien and Durbin \[31\] represents a comprehensive and accurate approach to capture these aspects of turbulent boundary layers within a Boussinesq framework. Durbin’s original proposal \[32\] for a near-wall eddy viscosity model is inspired by the physics of the full Reynolds stress transport model, but retains only the wall-normal fluctuating velocity variance, \( \nu_t^2 \), and its
source, $k_f$, representing the redistribution by pressure fluctuations. Then, in the classical closure for the eddy viscosity ($\nu_T \propto k^2/\nu$) the wall damping effect is obtained by substituting one instance of $k$ by $\nu$ as:

$$v_T = C_{\mu} \nu^2 T_t$$

where $T_t$ is the turbulent time scale defined as:

$$T_t = \max \left( \frac{k}{\varepsilon}, \left[ \frac{v}{\nu} \right]^\frac{3}{2} \right)$$

Thus, the turbulence model for Newtonian fluids has three transport equations for $k$, $\varepsilon$, and $\nu$, and one elliptic equation for $f$, and it accurately reproduces the parabolic decay of $\nu$ down to the solid wall without introducing the wall-distance or low-Reynolds number damping functions in the eddy viscosity and $k$-$\varepsilon$ equations, which would then need to be modified to account for viscoelastic fluids. The absence of these damping functions is a major strength of this type of closures. However, most $\nu$-$f$ variants suffer from numerical stiffness making them impractical for industrial or unsteady RANS applications, while the one version available in major commercial codes often tends to lead to unrealistic solutions. Lien and Durbin [31] proposed a variant to address these shortcomings.

In the $\nu$-$f$ model suggested by Lien and Durbin [31], the scalar $\nu$, and its source term $f$, are retained as variables in addition to the traditional $k$ and $\varepsilon$ quantities. The turbulent kinetic energy transport equation is derived formally from the Reynolds-averaged momentum equation and, therefore, in this case contains extra terms originating from the polymer stresses.

The transport equations for the turbulent kinetic energy and its dissipation rate share similarities with the classical $k$-$\varepsilon$ model equations, but contain additional terms for viscoelastic fluids, as reported by Pinho et al. [21]. The transport equation of $k$ for turbulent flow of viscoelastic fluids is

$$U_i \frac{\partial k}{\partial x_i} = P_k - \frac{\varepsilon}{\kappa} + \frac{\partial }{\partial x_i} \left[ \left( \frac{v}{\nu} \right) \frac{\partial k}{\partial x_i} - \frac{\partial k}{\partial x_i} \frac{\partial \nu}{\partial x_i} \right] + \frac{\partial }{\partial x_i} \left( \frac{\partial k}{\partial x_i} \right)$$

(18)

Except for the last two terms on the right hand side, the other terms are classical terms appearing in Newtonian fluid models and represent the advection of $k$, turbulence production by the mean strain ($P_k = 2\nu \partial_s \partial_r$), viscous dissipation by the solvent, molecular diffusion and turbulent diffusion. The two viscoelastic terms require closure and represent the viscoelastic turbulent transport ($Q_k = \partial (\partial \nu/\partial x_i)$ and the viscoelastic stress work ($Q_p = \partial (\partial \nu/\partial x_i)$). The balance of turbulent kinetic energy is plotted in Fig. 1 for low (18%) and high (63%) drag reductions using normalization by wall quantities (e.g. $\varepsilon = \epsilon^\prime \nu/\nu_s$). The turbulent kinetic energy budgets in Fig. 1 show that the qualitative behavior of the various terms is not affected by the level of drag reduction, although the thickening of the sublayer is clearly noticeable from the shift of the peak of kinetic energy production away from the wall. As for

<table>
<thead>
<tr>
<th>Case</th>
<th>$Re_{\infty}$</th>
<th>Domain size</th>
<th>Nodes ($N_x, N_y, N_z$)</th>
<th>Artificial diffusivity ($\nu/\nu_s$)</th>
<th>$L^2$</th>
<th>$W_{1,0}$</th>
<th>DR [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A)</td>
<td>395</td>
<td>$L_x:8xh, L_z:th$</td>
<td>$512 \times 129 \times 128$</td>
<td>0.02</td>
<td>900</td>
<td>25</td>
<td>18</td>
</tr>
<tr>
<td>(B)</td>
<td>395</td>
<td>$L_x:8xh, L_z:th$</td>
<td>$512 \times 129 \times 128$</td>
<td>0.02</td>
<td>900</td>
<td>100</td>
<td>37</td>
</tr>
<tr>
<td>(C)</td>
<td>395</td>
<td>$L_x:6xh, L_z:th$</td>
<td>$1024 \times 129 \times 128$</td>
<td>0.025</td>
<td>3600</td>
<td>100</td>
<td>51</td>
</tr>
<tr>
<td>(D)</td>
<td>395</td>
<td>$L_x:6xh, L_z:th$</td>
<td>$1024 \times 129 \times 128$</td>
<td>0.025</td>
<td>14,400</td>
<td>100</td>
<td>63</td>
</tr>
<tr>
<td>(E)</td>
<td>180</td>
<td>$L_x:7xh, L_z:th$</td>
<td>$64 \times 97 \times 64$</td>
<td>0.02</td>
<td>900</td>
<td>25</td>
<td>19</td>
</tr>
<tr>
<td>(F)</td>
<td>180</td>
<td>$L_x:14xh, L_z:th$</td>
<td>$128 \times 97 \times 64$</td>
<td>0.02</td>
<td>900</td>
<td>100</td>
<td>38</td>
</tr>
<tr>
<td>(G)</td>
<td>180</td>
<td>$L_x:14xh, L_z:th$</td>
<td>$128 \times 97 \times 64$</td>
<td>0.02</td>
<td>3600</td>
<td>100</td>
<td>54</td>
</tr>
<tr>
<td>(H)</td>
<td>180</td>
<td>$L_x:28xh, L_z:th$</td>
<td>$128 \times 97 \times 64$</td>
<td>0.02</td>
<td>14,400</td>
<td>100</td>
<td>71</td>
</tr>
</tbody>
</table>

Fig. 1. Balance of turbulent kinetic energy at $Re_{\infty} = 395$ (a) case A, and (b) case D.
\[ U_j \frac{\partial \varepsilon}{\partial x_i} = \frac{C_{11} P_k - C_{21} \varepsilon}{T_1} + \frac{\partial}{\partial x_i} \left( \left( \frac{v + \frac{v_T}{\sigma_k}}{\sigma_k} \right) \frac{\partial \varepsilon}{\partial x_j} \right) - E_p \quad (19) \]

Here, all terms are conceptually identical to those for a Newtonian fluid except for the last term \( E_p \), representing the viscoelastic contribution to the transport equation of \( \varepsilon \). The definition of \( E_p \) was derived by Pinho et al. [21] and is given by:

\[ E_p = 2 \nu_s \frac{\eta_p}{\lambda^2} \left( \frac{\partial u_i}{\partial x_j} \right)^2 - \frac{6 \nu_s}{2} \frac{v^2}{k^2} - \frac{\nu_{p,yy}}{2} + Q_{p,yy} \quad (20) \]

This term is clearly nonlinear and a closure is needed for its calculation.

The other two equations needed to compute the eddy viscosity (cf. Eq. (16)) are the transport equation for the scalar \( \overline{\nu^2} \), which is derived from the transport equation for the wall normal turbulent fluctuations according to [24], and the equation for the turbulence energy redistribution process \( f \) that plays a crucial role in producing \( \overline{\nu^2} \) (cf. Eq. (22)). In the context of a second order model for the full Reynolds stress tensor such role is played by the pressure-strain correlations from which the \( f \)-equation \(^1\) gets derived. The equations for \( \overline{\nu^2} \) and \( f \) are given below:

\[ U_j \frac{\partial \overline{\nu^2} / \partial x_i} = kf \frac{\partial \varepsilon}{\partial x_i} + \left( \frac{v + \frac{v_T}{\sigma_k}}{\sigma_k} \right) \frac{\partial \overline{\nu^2}}{\partial x_j} - \frac{6 \nu_s}{2} \overline{\nu^2} - \frac{\nu_{p,yy}}{2} + Q_{p,yy} \quad (21) \]

\[ f - L^2 \frac{\partial f}{\partial x_j} = C_1 \left( \frac{\lambda}{\nu} \right) + C_2 \frac{P_k}{k} - \frac{5 \nu_s}{2} \frac{v^2}{k} + \Phi_{xy} \quad (22) \]

where the eddy viscosity and time scale are given in Eqs. (16) and (17), and the length scale is defined as:

\[ L_2^2 = C_2 \max \left\{ \left( \frac{\lambda}{\nu} \right)^3, C_1 \right\} \quad (23) \]

As reported in [31] the coefficients appearing in the above equations are: \( C_1 = 0.19 \), \( \alpha_k = 1 \), \( \sigma_k = 1.3 \), \( C_{11} = 1.4 \left[ 1 + 0.05 \sqrt{k / \overline{\nu^2}} \right] \), \( C_{22} = 1.9 \), \( C_1 = 1.4 \), \( C_2 = 0.3 \), \( C_3 = 0.23 \), \( C_g = 70 \). The transport equation for \( \overline{\nu^2} \), a scalar representing the local wall-normal Reynolds stress, is also modified relative to the corresponding Newtonian equation due to the presence of polymer additives in a similar manner to the \( k \) transport equation. The last two terms in Eq. (21) are the viscoelastic turbulent transport of \( \overline{\nu^2} \) \( (Q_{p,yy}) \) and the viscoelastic stress work of \( \overline{\nu^2} \) \( (\Phi_{xy}) \), correspondingly they also need closures. The qualitative behavior of \( \nu_{p,yy} \), \( Q_{p,yy} \) and \( kf \) depicted in Fig. 2 shows that for the low drag reduction case the peaks of \( kf \) and \( \nu_{p,yy} \) occur close to the wall, and then the quantities fall significantly by moving away from the wall. On the other hand for the high drag reduction case the maximum values of the dimensionless quantities are much lower than at low DR and sharp peaks are no longer observed near the wall. Instead, there is a wide region where those quantities are close to the maximum. In addition, when increasing DR the ratio \( \nu_{p,yy}(kf) \) increases, i.e., the wall-normal viscoelastic stress work becomes an increasing proportion of \( kf \) and this suggest that wall normal velocity fluctuations tend to decrease as DR increases. The last term in Eq. (22), \( \Phi_{xy} \), is responsible for the viscoelastic contribution to the \( f \) equation. Note that subscript \( yy \) used in this work denotes the wall-normal direction.

3. Development of closures

In this section closures are developed for all unknown turbulent cross-correlations identified in the previous section. All closures

\(^1\) Note that \( f \) and \( f(C_k) \) denote two different unrelated quantities: \( f \) is the velocity fluctuation redistribution function of the turbulence model (Eq. (22)), whereas \( f(C_k) \) is the function of the conformation tensor in the FENE-P model (Eq. 6).
Still the polymer stress depends on turbulent quantities since the conformation tensor is highly dependent on turbulent flow characteristics as shown by Eqs. (11)–(14). The consequence of that cascade of dependencies is that small differences in the closures of those quantities result in inaccurate prediction of the polymer stress. Hence, instead of using Eq. (25) Iaccarino et al. [24] introduced the concept of viscoelastic kinematic viscosity \( (\nu_{TP}) \) in order to directly account for the effect of turbulence on \( C_{ij} \). They related the viscoelastic kinematic viscosity to the turbulent kinetic energy, and proposed a closure for \( \nu_{TP} \) and \( \tau_{xy,p} \) as:

\[
\tau_{xy,p} = \frac{\rho}{f(k_{kk})} \left( \nu_{TP} + \nu_{TP}^* \right) S_{xy} \quad \text{where} \quad \nu_{TP} = b/k, \quad b = 0.1
\]  

We follow some of those ideas, but model the Reynolds-averaged polymer shear stress differently and as follows. In order to account for the variations in the mean polymer shear stress we utilized the trace of the \( C_{ij} \) tensor, as in Eq. (25). However, to capture the effect of turbulence upon \( C_{ij} \) we followed the concept of turbulent kinematic viscosity \( (\nu_{TP}) \) introduced by Iaccarino et al. [24]. This is something like introducing a concept of viscoelastic turbulent Prandtl number, which is a decomposition of total viscoelastic momentum diffusivity into molecular and turbulent contributions. The turbulent viscoelastic kinematic viscosity \( (\nu_{TP}) \) describes the effect of the turbulent fluctuations on the polymer stresses, and relies on a Boussinesq-like relationship meaning an alignment of the viscoelastic stresses with the mean strain (consistent with a dumbbell spring). Fig. 4 compares DNS data for the kinematic eddy viscosity, the viscoelastic kinematic viscosity \( (\nu_{TP} = \tau_{xy,p}/(\rho \partial u_i/\partial y)) \) and the closure developed in [24]. The behavior of the turbulent viscoelastic kinematic viscosity, \( \nu_{TP} \), can be rationalized as follows. In the viscous sublayer \( (y^+ < 5) \), where the turbulence is severely dampened, it is possible to calculate the polymer stress neglecting any effect of turbulence upon the constitutive equation, i.e., using the laminar constitutive equation. The polymer stress in fully-developed laminar channel flow has the exact solution given by [21] as:

\[
\tau_{xy,lam,p} = \frac{\rho v_p}{f(k_{kk})} \frac{dU_x}{dy}
\]  

Eq. (27) is sufficient to describe the polymer stress in the viscous sublayer \( (y^+ < 5 \text{ region}) \) while ensuring the compatibility of the polymer stresses in laminar flows. As depicted in Fig. 4 the turbulent viscoelastic viscosity attains its maximum away from the wall and then decreases slowly towards the centerline as is also the case with the eddy viscosity \( (\nu_{T}) \). Moreover, a correct closure for the polymer shear stress should naturally follow the dynamics imposed by the constitutive FENE-P Eq. (25) in regard to \( f(C_{ij}) \) and the polymer relaxation time. By analyzing the DNS data and experimental results of [12], we observed that away from the wall there is a partial correspondence between the eddy viscosity and the viscoelastic eddy viscosity and consequently we propose a closure for the viscoelastic turbulent viscosity in the whole domain as:
\[ \tau_{p} = \frac{v_p f(C_{kk})}{f(C_{kk})} + a_1 \sqrt{L^2/W_{visc}(C_{kk})} \nu_f \]  

and the time averaged polymer shear stress becomes:

\[ \tau_{xyp} = \rho \frac{v_p f(C_{kk})}{f(C_{kk})} + a_1 \sqrt{L^2/W_{visc}(C_{kk})} \nu_f \frac{dU_x}{dy}, \]  

where the first term on the right hand side dominates in the near wall region and the second term captures the effect of turbulence far from the wall. By utilizing the turbulent term of \( v_{T,p} \), the turbulent viscoelastic Prandtl number (\( Pr_{T,p} \)) is defined as:

\[ Pr_{T,p} = a_1 \sqrt{L^2/W_{visc}(C_{kk})}. \]

The model for the kinematic turbulent viscoelastic viscosity developed with data for case B (DR = 37%) is compared in Fig. 5, in terms of the polymer stress, with DNS data and the model of Eq.(26) previously proposed by Iaccarino et al. [24]. While this latter model describes well the rise of the shear stress very close to the wall it severely under-predicts the polymer stress away from the wall, a feature corrected by the proposed closure.

To compute the polymer stress according to the model of Eq. (29) we also need the extension of the chains via \( C_{kk} \) and this can be computed directly via the corresponding Reynolds-averaged equation, which is obtained as the trace of the Reynolds-averaged conformation Eq. (11):

\[ M_{kk} + N_{LT_{kk}} + C_{kk} + \frac{1}{\lambda} (3 - f(C_{kk})C_{kk}) = 0 \]  

In Eq. (30) \( M_{kk} \) is the trace of the mean flow distortion term of \( C_{kk} \), \( N_{LT_{kk}} \) accounts for the interactions between the fluctuating
components of the conformation and velocity gradient tensors, and $CT_{kk}$ is the contribution to the transport of the conformation tensor by the fluctuating advection.

Fig. 6 compares the first three terms on the left-hand-side of Eq. (30) for low (case A) and high (case D) drag reductions, showing $CT_{kk}$ to be negligible regardless of the amount of DR, in agreement with the findings of Housiadas et al. [30] and Li et al. [16]. In contrast, $NLT_{kk}$ is not negligible, and its closure constitutes a main task in this work. Apart from $NLT_{kk}$, the other main contribution comes from the exact mean flow term ($M_{kk}$), especially in the viscous sublayer and buffer layer.

Provided the model for $\nu_{T, p}$ is robust, $M_{kk}$ is easily computed from its definition. For fully-developed flow we have $M_{yy} = M_{zz} = 0$ and

$$M_{kk} = 2C_{yy} \frac{dU}{dy} \rightarrow M_{kk} = 2 \left( \frac{\tau_{yy, p}}{\eta_{p} f(C_{kk})} \frac{dU}{dy} \right)$$

Fig. 6 shows that this term is an important term in Eq. (30). Although $M_{kk}$ is exact, Iaccarino et al. [24] proposed the following model to compute it:

$$M_{kk} = \frac{2 \nu_{T, p}}{f(C_{kk})} \left( \frac{dU}{dy} \right)^{2}$$

which is the exact solution for laminar channel flow. Fig. 7 compares the predictions of $M_{kk}$ using our method (Eq. (31)) and the model of Iaccarino et al. [24] (Eq. (32)) and includes also the corresponding DNS data. The use of the exact definition of the $M_{kk}$ based on our model for the turbulent polymer viscosity is able to predict better the distribution of $M_{kk}$ all across the channel.

$NLT_{kk}$ accounts for the interactions between the fluctuating components of the conformation tensor and of the velocity gradient tensor. For low and intermediate DR a closure for $NLT_{ij}$ was derived by Resende et al. [23], but that is a very complex model. An alternative simpler closure had been previously derived by Pinho et al. [21,22], but in this work we develop a specific model for the trace $NLT_{kk}$, simpler than any of the previous existing closures, and here $NLT_{kk}$ is related to its mean value ($M_{kk}$) and the eddy viscosity via:

$$NLT_{kk} = a_{2}M_{kk} \frac{\nu_{T, p}}{v_{p}}$$

Mathematically $NLT_{kk}$ originates from the Oldroyd derivative and it is the fluctuating counterpart of $M_{kk}$. The closure of Eq. (33) was developed after an extensive analysis of DNS data and the constant coefficient appearing in it was fixed on the basis of the data for case B ($DR = 37\%$, Table 1). Fig. 8 compares its predictions and performance against DNS data. The model developed by Iaccarino et al. [24] relates $NLT_{kk}$ with $e$, which according to Fig. 1, on account of the location of the peak in $e$ and its behavior far from the wall is less accurate compared with DNS. As a result of the developed closures for $M_{kk}$ and $NLT_{kk}$ the trace of the polymer stress ($\tau_{kk}$) is depicted in Fig. 9, which is calculated from Eq. (30) while neglecting $CT_{kk}$.

The proposed closure for $NLT_{kk}$ is always positive, whereas the DNS data of Fig. 8 shows a small incursion of $NLT_{kk}$ into negative values near the wall. However, Fig 6(a) and (b) also shows these negative peaks in $NLT_{kk}$ to be negligible as compared with $M_{kk}$, which is nearly 100 times bigger than $NLT_{kk}$ close to the wall, so that neglecting the negative peak of $NLT_{kk}$ is of no consequence to the predictions of $C_{kk}$ as seen in Fig. 9, and in addition it prevents possible numerical divergence.

3.2. Development of closures needed by $k$, $\nu$, and $\nu^{2}$ equations

Closures are required for two terms in the transport equation of $k$, namely for the viscoelastic turbulent transport ($Q_{p}$) and the viscoelastic stress work ($\nu^{2}$). Similarly, the corresponding terms need to be modeled in the transport equation of $\nu^{2}$, namely the transverse viscoelastic turbulent transport ($Q_{yy, p}$) and the transverse viscoelastic stress work ($\nu^{2}$). Finally, it is also necessary to provide a
closure for the term accounting for the viscoelastic contribution to the transport equation of \( v \) denoted by \( E_p \). Figs. 1 and (2) showed the budgets of \( k \) and \( \overline{\tau}^{\|} \) obtained from DNS data, respectively. In both cases the viscoelastic turbulent transport is negligible as also found previously [21] and in particular also by the independent DNS data of [24,33].

The viscoelastic stress work \( (\overline{\tau}^{\|}) \) appearing in the transport equation of \( k \) is defined as

\[
\overline{\tau}^{\parallel} = \frac{1}{\rho} \frac{\partial}{\partial x_j} \left( \overline{\tau}^{\parallel} \frac{\partial u_i}{\partial x_j} \right) = \frac{\eta_p}{\rho \lambda} C_{ij} \left( \overline{C_{mm}} + \overline{\epsilon_{mm}} \right) \frac{\partial u_i}{\partial x_j} + \eta_p \overline{f(C_{mm}) \text{NLT}_{k}} \quad (34)
\]

Pinho et al. [21,23] showed that in low drag reduction the triple correlation can be decoupled into a product of function \( f(C_{kk}) \) by the remaining double correlation, which is \( \text{NLT}_{kk}/2 \); therefore they approximated the viscoelastic stress work by

\[
\overline{\tau}^{\parallel} = \frac{\eta_p}{2\rho \lambda} f(C_{mm}) \left[ \overline{C_{ij}} \frac{\partial u_i}{\partial x_j} \right] = \frac{\eta_p}{2\rho \lambda} f(C_{mm}) \text{NLT}_{kk} 
\]

Fig. 10 shows that this closure remains valid for intermediate and high drag reductions without the need for the coefficient of 1.076 introduced in [21].

By contrast Laccarino et al. [24] modeled the viscoelastic stress work by

\[
\overline{\tau}^{\parallel} = \frac{\rho}{2} k S^2 
\]

where \( b \) is a constant, \( \lambda \) is the polymer relaxation time, \( k \) is the turbulent kinetic energy, and \( S \) represents the magnitude of the strain rate. Fig. 10 compares performance of both closures with DNS data for intermediate and high drag reduction. Clearly the model of Laccarino et al. [24] excessively damps \( \overline{\tau}^{\parallel} \) far from the wall, whereas the current model (Eq. (35)) is a better representation of DNS data all across the channel. The other term that needs closure is the transverse component of the viscoelastic stress work \( \overline{\tau}^{\bot} \). Fig. 2 shows the budgets of different terms in \( \overline{\tau}^{\bot} \) equation. For Newtonian fluids, Lien and Durbin [31] modeled the transverse component of the velocity–pressure gradient term by the source term \( (kf) \) in the \( \overline{\tau}^{\bot} \) transport equation. The true closure for \( \overline{\tau}^{\bot} \) must be a function of \( \text{NL}_{T_{yy}} \) as presented in Eq. (34), however due to the fact that in this work we only considered the trace of the time averaged constitutive equation in the following an alternative approach is introduced. The DNS data plotted in Fig. 2 include the source term \( (kf) \) and the transverse component of the viscoelastic stress work for LDR and HDR. Regardless of the amount of drag reduction the transverse component of the polymer stress work follows nearly the same trends as the source term \( (kf) \), which suggests that the largest positive quantity in the \( \overline{\tau}^{\bot} \) transport equation, i.e. the pressure strain term \( (here kf) \), is the main responsible for accounting for the energy absorbed by the polymers. Therefore, to close the transverse component of the viscoelastic stress work the source term \( (kf) \) in the \( \overline{\tau}^{\bot} \) transport equation was used together with the turbulent viscoelastic Prandtl number \( (Pr_{T,y}) \) as:

\[
\overline{\tau}^{\bot} = a_3 \sqrt{\text{Wi}_{eP} Pr_{T,y}} k f 
\]

The last term in Eq. (22) \( (\phi_{P}^{b}) \) represents the viscoelastic contribution to the \( f \) equation. Leighton et al. [20] introduced an explicit modification to the pressure–strain correlation to account for the polymer-induced turbulence energy redistribution, but Laccarino et al. [24] tested this formulation and found that it did not produce acceptable results for high drag reduction. Similarly, we tested this term and found that by using it there is an excessive damping of the wall normal fluctuations leading to a complete flow laminarization. Therefore, this term was neglected as was also previously the case in [24]. Fig. 11 compares DNS and predicted \( k \) and \( \overline{\tau}^{\bot} \) by using the above developed closures, all across the channel.

The last quantity that needs to be modeled is the viscoelastic contribution to the transport equation of \( \epsilon \) denoted as \( E_p \). A closure was developed by Resende et al. [23], but here we adopt a much simpler approach. \( E_p \) is assumed to be a destruction term [23] and to devise its closure we followed the same approach as for the classical Newtonian destruction term in the \( \epsilon \) equation, but involving a viscoelastic quantity, i.e., we assumed that this rate is proportional to the ratio of the viscoelastic stress work (usually acting as a viscoelastic dissipation of \( k \), cf. Fig. 1) and the time scale \( 1/T_t \). The viscoelastic destruction term is therefore modeled as equation (38).

\[
E_p = \frac{C_{st} \overline{\tau}^{\parallel}}{T_t} 
\]

Consequently the solvent dissipation rate transport equation is closed as

\[
\frac{\partial \epsilon}{\partial x_j} = C_{st}(P_k - \epsilon) - C_{st} \frac{\partial \epsilon}{\partial x_j} + \frac{\partial}{\partial x_j} \left( v + \frac{1}{Pr_{T,y}} \frac{\partial \epsilon}{\partial x_i} \right) 
\]

Fig. 12 shows the performance of the model in predicting the dissipation rate.

We next compare in Fig. 13 the overall shear stress balance for case B (Table 1), as predicted by this model, with the corresponding DNS balance. It includes the Reynolds stress, the solvent stress, and the polymer stress.
3.3. Summary of the model (See footnote in page 5)

Utilizing the closures developed in the previous subsections, the governing and model equations are given below.

\[
\rho \frac{\partial U_i}{\partial t} + \rho U_i \frac{\partial U_i}{\partial x_k} = -\frac{\partial P}{\partial x_k} + \rho \frac{\partial}{\partial x_k} \left[ (\nu_t + \nu_T) \frac{\partial U_i}{\partial x_k} \right]
\] (40)

\[
U_j \frac{\partial U_k}{\partial x_j} = P_k - \frac{\partial}{\partial x_j} \left[ \left( \nu_t + \nu_T \right) \frac{\partial U_k}{\partial x_j} \right] - E_p
\] (41)

\[
U_j \frac{\partial \rho \nu_t}{\partial x_j} = C_{T1} \frac{\partial P_k}{\partial x_j} - C_{T2} \frac{\partial \rho \nu_t}{\partial x_j} + \frac{\partial}{\partial x_j} \left[ \left( \nu_t + \nu_T \right) \frac{\partial \rho \nu_t}{\partial x_j} \right] - E_p
\] (42)

\[
U_j \frac{\partial \rho \nu_T}{\partial x_j} = k_f + \frac{\partial}{\partial x_j} \left[ \left( \nu_t + \nu_T \right) \frac{\partial \rho \nu_T}{\partial x_j} \right] - 6 \frac{\nu_T}{K} \frac{\partial \nu_T}{\partial x_j} - \nu_T \frac{\partial y}{\partial x_j}
\] (43)

\[
f - \frac{L^2}{f} \frac{\partial^2 f}{\partial x_j \partial x_k} = C_1 \frac{\partial f}{\partial x_j} + C_2 \frac{P_k}{K} - 5 \frac{\rho \nu_T}{K}
\] (44)

\[
M_{kk} + NLT_{kk} + \frac{1}{\lambda} (3 - f(C_{ik}) C_{kk}) = 0
\] (45)

where

\[
\nu_T \rho = \left( \frac{\nu_T}{f(C_{ik})} + a_1 \sqrt{L^2 / W_{lo} f(C_{ik})} \nu_T \right)
\] (46)

\[
M_{kk} = 2 \left\{ \frac{\lambda}{f(C_{ik})} \nu_T \rho \frac{d U}{dy} \right\}^2
\] (47)

\[
NLT_{kk} = a_2 M_{kk} \frac{\nu_T}{V_0}
\] (48)
\[ g_p = \frac{\gamma_{cm}}{NLT_{kk}} (49) \]

\[ e = a_3 \sqrt{W_i s_0} \gamma_T k_f (50) \]

\[ E_p = \frac{C_{11}E_p}{T_e} (51) \]

Relative to the model of Lien and Durbin [31] this model has 3 extra coefficients to incorporate the polymer effects, \( a_1 = 0.02, a_2 = 0.16 \) and \( a_3 = 0.15 \). Other coefficients arise from the Newtonian model and take the same numerical values as reported in [31], the coefficient \( C_{11} \) also exists in the context of Newtonian fluid models, but here it was modified to take the numerical value of 0.16 instead of the original value of 0.19. The boundary conditions are those of no slip for velocities, \( k \) and \( v^2 \), whereas for the dissipation by the solvent and \( f \) we used the standard conditions of Newtonian fluids described in [31].

4. Results and discussion

In this section, results from several predictions of fully-developed channel flow using this model are presented and assessed against other sets of DNS data for FENE-P fluids as in Table 1. All viscoelastic flow calculations were carried out using the same channel dimensions and friction velocity as for the DNS. Note that some comparisons involve DNS data for \( Re_{\infty} = 180 \), and also the independent DNS results of [24,33,36].

The predicted \( k \) and \( v^2 \) profiles are shown in Fig. 14 for cases A and D. It is well known [30,34,35] that streamwise velocity fluctuations \( u^2 \) increase with DR, while the wall normal and spanwise components \( v^2 \) and \( w^2 \) monotonically decrease. The increase of \( u^2 \) is larger than the decrease of \( v^2 \) and \( w^2 \) and as a consequence the turbulent kinetic energy slightly increases. Moreover the peak location of \( k \) shifts away from the wall as DR increases, which is consistent with the upward shift of the logarithmic region in the mean velocity profile. As it is shown in Fig. 14 the predictions have a satisfactory agreement with DNS data and the model captures both the physical characteristics of turbulent channel flow of dilute polymer solutions in terms of the slight increase in \( k \) and the upward shift of its peak location by increasing DR, as reported in the DNS results and in the experimental findings of Ptasinski et al. [12]. Nevertheless, at HDR (case D in Fig. 14) the model under-predicts the peak value of \( k^+ \). As is well known from experiments [12], DR is associated with a decoupling between the streamwise and transverse turbulence accompanied by a reduction in \( v^2 \) and this causes a decrease in the Reynolds shear stress, whereas the streamwise turbulence may even increase slightly before a decrease at very high DR. In the model the reduction in \( T_{uv} \) is accomplished by the eddy viscosity and by adopting Durbin’s model of Eq. (16) and this reduction can be achieved via a decrease in turbulent time scale and/or wall normal Reynolds stress. The reduction in \( T_{uv} \) is accurately predicted for all cases, but is insufficient to reduce \( T_{uv} \) as much as needed at HDR, so the turbulent time scale must also decrease and this can be achieved via a decrease in \( k \) and/or an increase in \( e \). However, since \( e \) is also reduced (cf. Fig. 1a and b), there is still the need for a reduction in \( k \) at HDR and this explains the discrepancy. One remedy in the context of
this model could be the use of a damping function for the eddy viscosity, which we decided not to do in order to maintain the original idea of Durbin’s theory (the elimination of damping functions). The other remedy can be the use of a higher level turbulence model, but this is beyond the scope of this work.

We should add that this problem is here limited to HDR and is much more alleviated than with two equation models that do not rely on \( \tau_B \), as discussed in Resende et al. [23] where a severe reduction in \( k \) was observed already at intermediate DR even when using damping functions.

Finally, we should also mention that the discrepancy may be somewhat fictitious: in the experiments of Ptasinski et al. [12] the streamwise turbulence (\( \bar{u}^2 \)) increases slightly by increasing DR with a peak of \( u_{rms} \) reaching around 3.2 corresponding to a peak for \( k \) of around 5.5. On the other hand their corresponding DNS results over-predict those peak values (maximum \( u_{rms} \) of around 4.5, and maximum \( k \) of around 8.5). They extensively discuss this difference and state that this might be due to shortcomings in the FENE-P model.

Predictions of the trace of the polymer stress and of the conformation tensor are compared with DNS data in Fig. 15(a) and (b), respectively for case A (LDR) and D (HDR). Note that the region of high chain dumbbell extension is limited to the near wall region \( (y^* < 50) \), which is in agreement with findings of [28].

In a fully developed state, the total shear stress must follow a straight line across the channel varying from zero at the centerline to the wall shear stress \( (\tau_w) \) at the wall. Here the total shear stress is the sum of three contributions, namely, the Reynolds stress, the viscous stress of the solvent and the polymer stress. The total shear stress profile and its three components are plotted in Fig. 16 normalized by the wall shear stress for low and high drag reduction (cases A and D) and compared with the corresponding DNS. In both cases the total shear stress follows the expected linear profiles over the channel height, indicating that a stationary fully developed state has been reached. In low drag reduction case the polymer stress contribution is relatively small, and it occurs mainly in the near wall region. However, as DR increases, the Reynolds stress is significantly reduced, and correspondingly the polymer stress increases to ensure the balance and becomes comparable to the Reynolds stress. Specifically, at HDR the Reynolds stress is significantly reduced as compared to the LDR regime, but it remains non-zero. In the LDR case the proposed model predicts the peak and the general trend of all stresses very well. In HDR case the polymer contribution becomes important and clearly the prediction of the proposed closure is good. These observations are consistent with the numerical findings of [28] and the experimental results of Ptasinski et al. [12].

In Fig. 17 the predictions of the dissipation rate are compared with the DNS data for both LDR (case A) and HDR (case D). At LDR the predictions are accurate near and far from the wall, while at HDR the predictions are accurate far from the wall, but overpredicted close to the wall.

We present predicted transverse profiles of the mean streamwise velocity for a large set of data covering the whole range of DR, different values of \( L^2 \), Reynolds numbers, and Weissenberg numbers in Figs. 18–20, and comparing the profiles with the corresponding DNS data. For the sake of comparison the profiles for Newtonian flow at each Reynolds number have also been included. All profiles in the viscous sublayer collapse on the linear distribution \( U' = y' \). Further away from the wall the mean velocity of the drag reduced flows increases as compared to that in Newtonian flows. Specifically in the LDR regime, the logarithmic profile is shifted upwards but remains parallel to that of the Newtonian flow as is also found in the DNS results. The upward shift of the logarithmic profile can be interpreted as a thickening of the buffer layer. In the HDR regime, the slope of the mean velocity has augmented as the thickened buffer layer occupies nearly the whole channel. In addition, the slope increases as a function of DR and the predictions and DNS are consistent and this is seen to be the case at both high and low Reynolds numbers in Figs. 18 and 19.

We also assessed the model performance in predicting drag reduction against independent DNS data provided by [24,33,36], which corresponds to \( Re_\sigma = 300, 395, 590, 1000 \), i.e., including high Reynolds number flows. As seen in Fig. 20, the agreement between the predictions and the DNS profiles of the mean velocity for the cases in Table 2 is fairly good regardless of the Reynolds number. The comparisons between the DNS data and the predictions in terms of \( k, \tau_B, \) and \( C_{uk} \) for the high Reynolds number flow case (e) \( (Re_\sigma = 1000) \) are presented in Figs. 21 and 22 and show again a good agreement, similar to that observed at lower Reynolds number flows.

5. Conclusions

The \( k - \varepsilon - \tau_B - f \) model of Lien and Durbin [31] is modified for modeling turbulent channel flow of dilute polymer solutions up to the maximum drag reduction. Fluid rheology is described by the finitely extensible nonlinear elastic-Peterlin (FENE-P) constitutive equation and to help develop the model eight sets of recent direct
numerical simulations (DNS) data are analyzed. To account for the polymer shear stress term in the Reynolds averaged momentum equation the procedure proposed by lacarrino et al. [24] is used and a turbulent viscoelastic viscosity is introduced in order to calculate the polymer shear stress via a Boussinesq-like relationship which is consistent with current DNS and independent DNS simulations.

Analysis of the DNS results confirms the previously developed closure [21] for the viscoelastic stress work on the basis of NLTtk, which is a new contribution to the transport equation of $k$, but now with a unit coefficient. A simple closure for NLTtk is proposed by using $M_{N}$ and the turbulent eddy viscosity. A closure was also proposed for the transverse polymer stress work in the $\bar{\gamma}^{2}$ transport equation leading to a modification of the original Newtonian source term developed by Lien and Durbin [31] to account for the reduction of the pressure-strain redistribution term. The $f$ equation remained the same as for Newtonian fluids. Finally, the closure for the viscoelastic destruction of the rate of dissipation by the solvent has similarities with the classical Newtonian destruction term.

All closures were developed on the basis of DNS data for 37 drag reduction at $Re_{\theta} = 395$ and the performance assessed against $Re_{\theta} = 180$, effectively a better predictive capability than existing models for are simple and numerically inexpensive with the model showing new closures required to account for viscoelastic fluid behavior simulations.

calculate the polymer shear stress via a Boussinesq-like relationship and a turbulent viscoelastic viscosity is introduced in order to cal-
equation the procedure proposed by Iaccarino et al. [24] is used polymer shear stress term in the Reynolds averaged momentum

independent DNS results.

The predictions in fully-developed channel flow compare very well with DNS data in terms of mean velocity, turbulent kinetic energy and viscoelastic stresses at all ranges of drag reduction. The turbulence model here developed does not require wall damping functions as the original model of Lien and Durbin [31] and the new closures required to account for viscoelastic fluid behavior are simple and numerically inexpensive with the model showing effectively a better predictive capability than existing models for FENE-P fluids.
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