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Abstract

This paper presents a planning and operational strategy to improve the recoverability of distribution

systems (DSs) to deal with a set of possible line fault scenarios. The strategy simultaneously optimizes the

allocation of dispatchable distributed generation (DG) units while coordinating a dynamic restoration process

based on a radial topology reconfiguration, an islanding operation, a demand response program, and the pre-

positioning and dispatch of mobile emergency storage units. The uncertainty and variability associated

with solar irradiation and demand are captured via a multi-period formulation based on a stochastic mixed-

integer linear programming model. The objective function of this model minimizes the investment cost of new

dispatchable DG units and the amount of energy shedding within the system. Simulations are performed

on adapted 33-node and 53-node test systems to validate the proposed strategy under four different test

conditions, numerical results reveal the advantages of simultaneously solving the planning and operational

stages to improve the recoverability of the system.

Keywords: Demand response, distributed generation allocation, distribution systems, mobile emergency

storage, resilience, restoration.
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Nomenclature

Sets

ΓS Set of nodes with substation

ΓN
G Set of candidate nodes to install dispatchable DG

ΓB/ΓN Set of real branches / nodes of the system

Γmes
N /Γst Set of connection nodes for MES / staging location

Γt
C/ΓT/ΓF Set of stochastic scenarios/ time period/ fault events

Γmes
n Set of maximum MES units to be pre-positioned

Γ∗B Set real and fictitious branches with indexes ij and ji

Γh
B Set of fictitious branches

ΓG Set of nodes with a dispatchable DG

Γf
N Set of nodes that were not affected by the fault scenarios

ΓP Set nodes with a PV-based generation unit

Parameters

δi Demand response program limit

∆t Duration of a time period

φpv Power generation factor of the PV-based units

ρt,c Probability of stochastic scenario

σ
dg/ls
i Investment DG / Load shedding cost

ξi,t,c PV generation level

Ct
i Required time to connect a MES unit at node i

Iij Current power limit of a line

P d/Qd Active/reactive power demand
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P pv
i,t,c PV generation capacity available

Rij/Xij Resistance/reactance of a branch

S
dg/ss
i Apparent power limit of DG / substation

T cf
st,i Time considered to be affected by the road congestion between a staging location and a node

T t
st,i Traveling time from a staging location to a node

V , V Maximum/minimum voltage limits

Binary variables

hij,t,f Binary variable to determine the radiality of the grid

ei,t,c,f Binary variable that indicates the operational state of a MES unit

gi Binary variable that defines the investment on a new dispatchable DG

kmes
st,n Binary variable that defines the pre-positioned MES units at a staging location

ui,n,t,f Binary variable that defines the n MES units connected at a node

wi,n,t,f Binary variable that defines the connection period of a MES unit at a node

xi,t,f Binary variable for operational state of a node

yij,t,f Binary variable for operational state of a branch

zmes
st,i,n,f Binary variable that indicates the displacement of n MES units from a staging location to a node

Continuous variables

`sqrij,t,c,f Square of the current

b
v/g
ij,t,c,f Slack variable for voltage calculation

p
dg/ss
i,t,c,f Active power injected by DG / substation

pdri,t,c,f Active power demand considering DR program

pndgi,t,c,f Active power injected by a new installed DG

pij,t,c,f Active power flow through a line.
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pmesch
i,t,c,f Active power charging by a MES unit

pmesd
i,t,c,f Active power discharging by a MES unit

ppvi,t,c,f Active power injected by a PV unit

qdri,t,c,f Reactive power demand considering DR program

q
dg/ss
i,t,c,f Reactive power injected by DG / substation

qndgi,t,c,f Active power injected by a new installed DG

qpvi,t,c,f Reactive power injected by a PV unit

qij,t,c,f Reactive power flow through a line

τxst,i,n,f Traveling time by n MES units from a staging location to a node

socmes
i,t,c,f State of charge of a MES unit connected at a node

vsqri,t,c,f Square of the voltage.

1. Introduction

The solution to the expansion planning problem in distribution systems (DSs) seeks to provide an effective

investment plan that leads to a safe and reliable energy service to active and passive users. Due to the

mathematical complexity that involves an expansion planning problem, it is commonly formulated considering

only normal operating conditions, without taking into account the occurrence of extreme fault events. An

approach based on resilience analysis requires the development of more robust planning strategies to improve

the efficiency and recoverability of a DS against emergency conditions. In this regard, it is necessary to

enhance the traditional perspective of the current planning methodologies, giving rise to more sophisticated

strategies to design resilient systems [1], [2].

Inherently, the process of improving the DS resilience can be achieved through optimal coordination of

operational resources. For example, [3] and [4] propose the coordination of switching operations to reallocate

the out-of-service nodes of the system to auxiliary feeders, assessing passive and active DS, respectively. When

distributed generation (DG) units are placed in the system, the restoration process allows for the formation

of microgrids to improve the DS recoverability [5]. In this research field, the authors in [6] propose a strategy

to improve the recoverability of the system via an islanding operation with a master-slave DG scheme, where

large DG units operate as master units at the reference node of a microgrid, while renewable and small DG
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units are operated as slave units. In [7], the on-outage portion of the DS is sectionalized into microgrids, and

the power dispatch of existing DG units is re-dispatched to supply affected users. As an alternative approach

to improve the service restoration process, reference [8] proposes the optimal coordination of energy storage

devices considering microgrid formation.

As new trends to deal with the occurrences of fault events, mobile energy sources are incorporated in

the design of modern DSs due to their flexibility and rapid connection close to the fault locations in the

system [9]. In this regard, a restoration strategy to co-optimizes the operation of mobile power sources

and repair crews is presented in [10], where the main objective consists of maximizing the service time of

critical loads. Similarly, in the approach developed by the authors in [11], it is simultaneously coordinated

the optimal dispatch of mobile emergency generators (MEGs) and repair crews with the dynamic microgrid

formation in order to maximize, as much as possible, the amount of demand in-service after the occurrence

of a fault event. In the same research field, another approach is presented in reference [12], where the authors

investigate the optimally pre-location MEGs and repair crews to prepare, in advance, the DS to face a set

of possible high-impact fault events. In addition, as another alternative to deal with emergency conditions,

mobile energy storage systems (MESs) arise as modern resources that can provide a backup option in order to

enhance the DS resilience. Nowadays, several approaches have been developed to simultaneously incorporate

this alternative with dynamic microgrid formation. Consequently, more robust resilience-based strategies are

designed [13]-[14].

On the other hand, demand response (DR) programs have been exploited as an additional operational

resource to improve the system’s operation by modifying demand behavior and, as a consequence, increasing

the system’s flexibility [15]. These DR programs have significant advantages that can be explored simul-

taneously with other alternatives to enhance the system resilience, maximizing the in-service load after a

restoration process [16], [17], [18]. For example, in [18] is investigated the benefits by incorporating a DR

program in the restoration process which is co-optimized with alternatives as mobile resources to increase

the amount of recovered energy after the occurrence of a high-impact fault event.

Notwithstanding, when the implementation of operational resources to improve the DS resilience is ex-

hausted, some investment actions could be necessary for hardening DSs in order to mitigate the negative

impacts due to high-impact fault events [19]. To do so, some approaches have investigated the optimal allo-

cation of dispatchable DGs with microgrid formation in radial and meshed topologies [20], DG allocation with

microgrid formation with master-slave DG operation [21], line hardening and backup generator allocation

simultaneously optimized with network reconfiguration and microgrid formation [22], assessment of photo-

voltaic hosting capacity under normal and emergency conditions by implementing planning and operational
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actions to improve the DS recoverability [23].

Although there is a significant number of approaches to deal with high-impact fault events in both the

planning and operation stages of a DS, there is a gap in the formulation of the DS resilience problem, where

the stages of planning and operation are rarely approached in the problem formulation. To fill the existing

void, the proposed work seeks to approach the DS resilience problem through a planning and operational

strategy that incorporates the DG allocation problem with the coordination of several operational resources,

such as a demand response program and the optimal pre-positioning and dispatch of MESs. It is important

to highlight that in contrast with the existing literature, the proposed work presents significant contributions

that are categorized as follows:

• From the distribution system operator’s point of view, it is proposed a novel strategy designed to

simultaneously capture expansion planning and operational decisions to deal with emergency condi-

tions due to the occurrence of high-impact fault events. The developed strategy seeks to improve the

restoration process in radial distribution systems by the co-optimization of DG allocation with the

coordination of operational resources such as dynamic switching operations, dispatch of MESs units,

islanding operation, and the incorporation of a demand response program.

• Formulating the DS resilience problem via a multi-period stochastic approach based on a solver-friendly

mixed-integer linear programming model. This mathematical formulation is a support tool that could

assist the DS planner in the decision-making process to obtain more resilient and robust DSs capable

of facing high-impact fault events.

The remainder of this paper is organized as follows: Section 2 presents the mixed-integer linear pro-

gramming (MILP) model of the problem; numerical results considering a 33-node distribution system and

discussion are presented in Section 3; finally, Section 4 presents the conclusions drawn from this paper.

2. Problem and Mathematical Formulation

The presented work proposes a strategy that simultaneously involves the planning and operation stages.

In the planning stage, the optimal location and capacity for new connections of dispatchable DG units are

derived. Meanwhile, in the operation stage, the expected amount of out-of-service load of the system after

a set of high-impact fault events is minimized. This stage uses coordinated operational resources such as a

dynamic restoration scheme with switching operations, the pre-positioning and dispatching of MES units, and

a demand response program. A MILP multi-period stochastic formulation is proposed to solve this problem

because commercial optimization solvers can tackle this kind of model, guaranteeing a finite solution to the
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problem. Therefore, this section formulates this problem as a single-objective stochastic MILP model as

follows:

2.1. Objective function

The objective function (1) minimizes the investment cost of new dispatchable DG units and the expecta-

tion of out-of-service load over a set of fault scenarios and demand uncertainties.

min
∑
i∈Γn

G

σdgi gi +
∑
t∈ΓT

∑
c∈Γt

C

∑
f∈ΓF

ρt,c∑
i∈ΓN

σlsi ∆tP
d
i,t,cxi,t,f

 (1)

The investment cost of new dispatchable DG units is defined according to the status of the binary variable

gi, which belongs to the first stage of the two-stage stochastic formulation since it does not depend on the

uncertainties of the problem. The second term determines the load-shedding cost considering the nodes

that cannot be restored during the dynamic restoration process. For each fault scenario f , if node i is

in-service, then xi,t,f = 0, otherwise if node i is out-of-service, then xi,t,f = 1. In this regard, xi,t,f is a

stochastic scenario-dependent variable, and as such, it belongs to the second stage of the two-stage stochastic

formulation.

2.2. Operational constraints

The operating state of an DS for each fault scenario is determined by the set of constraints (2)-(6), where

the indices i, ij, t, c, f correspond to the sets ΓN ,ΓB,ΓT ,Γ
t
C ,ΓF , respectively.

∑
ji∈ΓB

pji,t,c,f −
∑
ij∈ΓB

(pij,t,c,f +Rij`
sqr
ij,t,c,f ) + pssi,t,c,f+

ppvi,t,c,f + pdgi,t,c,f + pndgi,t,c,f + pmesd
i,t,c,f = pdri,t,c,f + pmesch

i,t,c,f , ∀(i, t, c, f), (2)∑
ji∈ΓB

qji,t,c,f −
∑
ij∈ΓB

(qij,t,c,f +Xij`
sqr
ij,t,c,f ) + qssi,t,c,f+

qpvi,t,c,f + qdgi,t,c,f + qndgi,t,c,f = qdri,t,c,f , ∀(i, t, c, f), (3)

vsqri,t,c,f − v
sqr
j,t,c,f + bvij,t,c,f = 2(Rijpij,t,c,f +Xijqij,t,c,f ) + `sqrij,t,c,fZ

2
ij , ∀(ij, t, c, f), (4)

− (V
2−V 2)(1− yij,t,f ) ≤ bvij,t,c,f ≤ (V

2−V 2)(1− yij,t,f ), ∀(ij, t, c, f), (5)

vsqrj,t,c,f `
sqr
ij,t,c,f = p2

ij,t,c,f + q2
ij,t,c,f , ∀(ij, t, c, f). (6)

The active and reactive power flow balances are represented by (2) and (3), respectively. These expres-

sions consider active and reactive power injection at node i by the substation, PV-based DG units, existing
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dispatchable DGs, new dispatchable DGs, and MES units to meet the power demand. Note that MES units

only participate in the power flow balance with active power injection. According to the operational state of

circuits, constraint (5) determines the voltage drop at circuit ij. In this regard, when the operational state of

circuit ij is open (yij,f = 0) the slack variable bvij,t,c,f is limited according to (5), otherwise, if (yij,f = 1) then

bvij,t,c,f is equal to zero. Constraint (6) defines the calculation of the square of the current through circuit ij.

This conic constraint is linearized in this paper using the piecewise approximation proposed by [24].

The operational constraints of the active devices and operational limits of the system are presented in

(7)-(16), where the indices t, c, f correspond to the sets ΓT ,Γ
t
C ,ΓF , respectively.

0 ≤ pssi,t,c,f ≤ S
ss
i , ∀(i ∈ ΓS , t, c, f), (7)

− Sss
i ≤ qssi,t,c,f ≤ S

ss
i , ∀(i ∈ ΓS , t, c, f), (8)

|qi,t,c,f | ≤
√

2S
ss
i − pssi,t,c,f , ∀(i ∈ ΓS , t, c, f), (9)

0 ≤ pdgi,t,c,f ≤ P
dg
i , ∀(i ∈ ΓG, t, c, f), (10)

− Sdg
i ≤ q

dg
i,t,c,f ≤ S

dg
i , ∀(i ∈ ΓG, t, c, f), (11)

|qdgi,t,c,f | ≤
√

2S
dg
i − p

dg
i,t,c,f , ∀(i ∈ ΓG, t, c, f), (12)

0 ≤ ppvi,t,c,f ≤ P
pv
i,t,c, ∀(i ∈ ΓP , t, c, f), (13)

|qpvi,t,c,f | ≤ p
pv
i,t,c,f tan(arccos(φpv)), ∀(i ∈ ΓP , t, c, f), (14)

V 2 ≤ vsqri,t,c,f ≤ V
2
, ∀(i ∈ ΓN , t, c, f), (15)

`sqrij,t,c,f ≤ (Iij)
2yij,t,f , ∀(ij ∈ ΓB, t, c, f). (16)

Constraints (7)-(9) represent the power capacity of the substations. For existing dispatchable DGs,

constraint (10) defines the active power injection limit, while constraints (11) and (12) define the reactive

power injection limit. Constraints (13) and (14) define the active and reactive power injection limits of the

PV-based generation units, respectively. The voltage and current limits are presented in constraints (15) and

(16), respectively.

2.3. Demand response model

This paper explores the advantages of a DR program to improve the restoration process, then the mathe-

matical model that defines a new demand profile of the nodes after each fault event is formulated by (17)-(19).

It is worth mentioning that this new demand profile depends on the normal operation demand profile.

8



∑
t∈ΓT

pdri,t,c,f∆t ≥
∑
t∈ΓT

(P d
i,t,c∆t(1− xi,t,f )), ∀(i, c, f), (17)

P d
i,t,c(1− δi)(1− xi,t,f ) ≤ pdri,t,c,f ≤ P d

i,t,c(1 + δi)(1− xi,t,f ), ∀(i, t, c, f), (18)

qdri,t,c,f = pdri,t,c,f tan(arccos(µdi )), ∀(i, t, c, f). (19)

Where the indices i, t, c, f correspond to the sets ΓN ,ΓT ,Γ
t
C ,ΓF , respectively. Constraint (17) requires that

the restored energy demand at node i is greater or equal to the energy demanded by that node prior to

the fault event. Constraint (18), defines the flexibility of the demand following a pre-fault profile defined

by P d
i,t,c. Finally, constraint (19). determines the reactive power demand at node i during the restoration

process according to a constant power factor.

2.4. Dispatching of MES units

In this paper, the DS operator dispatches MES units to improve the recoverability of the system under

emergency conditions. These units must be adequately pre-positioned to minimize the travel time from a

staging location to a possible DS connection node. The mathematical formulation of this problem is presented

in (20)-(32).

∑
i∈Γmes

N

∑
n∈Γmes

n

zmes
st,i,n,f ≤

∑
n∈Γmes

n

kmes
st,n , ∀(st, f), (20)

zmes
st,i,n,f ≤ zmes

st,i,n−1,f , ∀(st, i, n, f), (21)

τxst,i,n,f = (T cf
st,iT

t
st,i + Ct

i )z
mes
st,i,n,f , ∀(st, i, n, f), (22)∑

t∈ΓT

twi,n,t,f ≥
∑
st∈Γst

τxst,i,n,f , ∀(i, n, f), (23)

∑
t∈ΓT

twi,n,t,f ≤
∑
st∈Γst

τxst,i,n,f+ε, ∀(i, n, f), (24)

∑
t∈ΓT

wi,n,t,f =
∑
st∈Γst

zmes
st,i,n,f , ∀(i, n, f), (25)

ui,n,t′ ,f =
∑
t∈ΓT

wi,n,t,f , ∀(i, n, f, t′ : t < t
′
), (26)
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0 ≤ pmesch
i,t,c,f ≤ P

mes ∑
n∈Γmes

n

ui,n,t,f , ∀(i, n, t, c, f), (27)

0 ≤ pmesd
i,t,c,f ≤ P

mes ∑
n∈Γmes

n

ui,n,t,f , ∀(i, n, t, c, f), (28)

0 ≤ socmes
i,t,c,f ≤ SOC

mes ∑
n∈Γmes

n

ui,n,t,f , ∀(i, n, t, c, f), (29)

socmes
i,t,c,f = socmes

i,t−1,c,f + ηchi ∆tp
mesch
i,t,c,f − 1/ηdi ∆tp

mesd
i,t,c,f , ∀(i, n, t, c, f), (30)

pmesch
i,t,c,f ≤MmesP

mes
ei,t,c,f , ∀(i, n, t, c, f), (31)

pmesd
i,t,c,f ≤MmesP

mes
(1− ei,t,c,f ), ∀(i, n, t, c, f). (32)

Where the indices st, t, c, n, i, f correspond to the sets Γst,ΓT ,Γ
t
C ,Γ

mes
n ,Γmes

N ,ΓF , respectively. Constraint (20)

ensures that the number of MES units sent from the staging location st to node i does not exceed the limit

of available units at st. Expression (21) defines a sequence for the MES units sent to i. Constraint (22)

determines the travel time (τx) required by each MES unit from st to i. The travel time is used in (23)

and (24) to estimate the connection time of a MES unit at node i. Since the proposed formulation uses a

discrete representation of the time, in (24), the parameter ε is used to deal with the continuous passage of

time between periods. Constraint (25) is used to join the variables that model the MES units sent to new

locations, and the binary variables used to estimate the connection time. Constraint (26) guarantees that the

MES unit installed at node i remains available for the following periods. Constraints (27) and (28) determine

the charging and discharging power of the MES unit installed at node i. Constraint (29) determines the

total installed capacity of node i depending on the number of MES units installed. Constraint (30) is used to

calculate the state of charge of the MES units installed in the system. Finally, constraints (31) and (32) are

used to determine the operational state of the MES units, charge and discharge states, respectively, where

Mmes is a big number.

2.5. Restoration Problem and Islanding Operation

The proposed restoration approach is based on dynamic switching operations combining grid-connected

and islanding operation modes of the existing dispatchable DG units. Then, the solution of the proposed

model provides radial network topologies and microgrids for each period and fault scenario.

In this paper, the restoration process aims to disconnect the in-service nodes from the out-of-service nodes

of the system. To do so, the mathematical formulation includes a fictitious grid composed of one fictitious

substation node that is directly connected to each node of the system through fictitious branches, as proposed

in [3]. This fictitious grid connects all the out-of-service nodes of the system during the restoration process.
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Figure 1: Illustrative six node system for the network topology constraints: (a) Normal operating topology. (b) Emergency
topology considering microgrid formation

Regarding the islanding operation mode, nodes with large dispatchable DG installed can be the reference

node for a microgrid, while small and renewable power sources operate in slave mode, as proposed in [6].

Then, a second fictitious grid is considered to define the radial microgrid formation and the master/slave

status of the DG units. This second grid is composed of one fictitious substation with fictitious branches

connected to each node with an existing dispatchable DG capable of operating as a reference node in a

microgrid.

Figure 1 illustrates the proposed restoration scheme to determine an emergency topology by network

reconfiguration and microgrid formation. Figure 1(a) shows a distribution system with one substation, five

load nodes, and two DGs operating in slave mode. The fictitious grid is presented in green with all branches

open and two fictitious substations, FS1 and FS2. This figure shows the values for the integer variables h, y,

and x for some branches and nodes of the system in normal operating conditions, respectively. Figure 1(b)

presents a restored system after applying the proposed restoration scheme by considering a fault scenario

involving a permanent fault at branch 2-3 affecting nodes 3, 4, and 5. In the restored system, nodes 4 and

5 were reconnected using a microgrid fed by the DG unit G2 operating as the master unit, while node 3
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remains out-of-service. Then it is connected to the fictitious substation FS1 and separated from the main

grid by opening switch 3-4. This concept is applied for each period t and fault scenario f .

The set of constraints (33)-(35) represents the radiality of the grid as a spanning tree. This set of con-

straints aims to maintain the radiality of the in-service part of the system while avoiding the interconnection

of substations. Also, these constraints allow for microgrid formation.

hij,t,f +hji,t,f =yij,t,f , ∀(ij ∈ ΓB ∪ Γh
B, t, f), (33)∑

ij∈Γ∗B

hij,t,f =1, ∀(i∈ΓN |i/∈ΓS , t, f), (34)

hij,t,f = 0, ∀(ij∈Γ∗B|i∈ΓS , t, f). (35)

Where the indices t, f correspond to the sets ΓT ,ΓF , respectively. The binary variable yij,t,f determines the

operational state of the line ij, in this regard if yij,t,f = 0 the switch at branch ij is open for the fault scenario

f , otherwise is closed. Constraint (33) defines the direction of connection between i and j, where the binary

variable hij,t,f determines the direction of the connection between nodes considering the substations nodes

as roots of a graph. If hij,t,f = 1, the nodes i and j are connected from j to i at period t and fault scenario

f . Constraint (34) ensures that all the nodes of the system are connected by at least one real or fictitious

line. To avoid the interconnection of substation nodes, the variable hij,t,f is set to zero using the constraint

(35) as long as i is a substation node.

According to the operational state of the DG units, constraints (36)-(38) define the voltage of these

devices. Note that these constraints are related to the second fictitious grid.

vsqri,t,c,f + bgi,t,c,f = (V G
i )2, ∀(i ∈ ΓG, t, c, f), (36)

|bgi,t,c,f | = Mv(1− yij,t,f ), ∀(ij, t, c, f |j∈ΓG∧i∈ΓS
), (37)

yij,t,f = yij,t−1,f , ∀(ij, t, c, f |j∈ΓG∧i∈ΓS
). (38)

Where the indices ij, t, c, f correspond to the sets Γh
B,ΓT ,Γ

t
C ,ΓF . Constraint (36) defines the voltage at

nodes with DGs operating as master units. The slack variable bgi,t,c,f is calculated in (37) according to the

status of the branch that connects it to the second fictitious substation, where Mv is a big number. If the

fictitious branch is closed, then the DG unit at node i will operate as a master unit during the restoration

process, the slack variable bgi,t,c is set at 0, and the voltage at node i is fixed at (V G
i )2. Finally, according to

(38), the operational status of the dispatchable DG units must remain the same for the subsequent periods.

The auxiliary constraints (39)-(41) are required to complete the restoration model.
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|xi,t,f − xj,t,f | ≤ (1− yij,t,f ), ∀(ij ∈ ΓB, t, f), (39)

xj,t,f ≥ yij,t,f , ∀(ij∈Γh
B, t, f), (40)

xi,t,f = 0, ∀(i ∈ Γf
N , t, f). (41)

Constraint (39) avoids the connection of out-of-service nodes with in-service nodes, in this constraint,

if branch ij is closed (yij,t,f = 1), then xi,t,f = xj,t,f , otherwise if branch ij is open (yij,f = 0), then the

operational states of nodes, xi,f and xj,f , are independent of each other. Constraint (40) is used to ensure

that only out-of-service nodes are connected to the fictitious grid. In the proposed approach, for fault scenario

f , the nodes that were not affected by this fault must continue to be in-service; thus, constraint (41) sets the

load shedding variable xi,f at 0 for the set of in-service nodes Γf
N .

2.6. Dispatchable DG allocation constraints

The allocation of dispatchable DG units is considered to enhance the system’s recoverability. DG units

are modeled to provide backup power and operate as slave units under emergency conditions.

0 ≤ pndgi,t,c,f ≤P
ndg
i gi, ∀(i ∈ ΓN

G , t, c, f), (42)

Qndg
i

gi ≤ qndgi,t,c,f ≤Q
ndg
i gi, ∀(i ∈ ΓN

G , t, c, f), (43)

|qndgi,t,c,f | ≤
√

2P
ndg
i − pndgi,t,c,f , ∀(i ∈ ΓN

G , t, c, f). (44)

The set of linear constraints (42)-(44) defines the active and reactive power limits of the new DG units. The

binary variable gi defines the investment decision in new dispatchable DGs in the system, if gi = 1 it is

proposed the allocation of a dispatchable DG at note i.

3. Test system and results

The proposed strategy is tested by using the adapted 33-node system from [25] presented in Fig. 2 and

the 54-node distribution system with three substations, adapted from [4]. This 54-node system represents

a high combinatorial complexity due to the number of substations nodes and the amount of normally-open

switches. For both systems, uncertainties in demand and solar irradiation of a typical day are considered

through a set of 24 stochastic scenarios with twelve periods of two hours. The scenarios were obtained from

historical data of the variables and reduced using the scenario reduction strategy based on k-means presented

in [26]. The following test cases are studied to validate the robustness and flexibility of the proposed model

13



• Case I: The restoration process is based only on switching operations, disregarding the options to

dispatch the MES units and the DR program. Additionally, the DG allocation is also disregarded.

• Case II: This case considers the DG allocation while disregarding the MES units and DR program in

the restoration process.

• Case III: In this case, the DG allocation is not considered. However, the restoration problem involves

all the operational resources.

• Case IV: The DG allocation is used to improve the restoration process considering all the available

operational resources.

The proposed approach is based on a MILP formulation that can be solved directly using a commercial

optimization solver. Then the optimization model was coded in AMPL and solved using the commercial

optimization solver CPLEX 20.1.0, and the numerical experiments were carried out on a computer with a

3.2 GHz Intel® Core™ i7-8100 processor and 32 GB of RAM.

3.1. 33-node system

The 33-node system has two staging locations, as illustrated in Fig. 2, with a capacity of 2 MES units

of 0.3 MW and 1.0 MWh, while six nodes are assumed as candidate locations to connect MES units. The

system is equipped with three dispatchable DG units of 0.75 MVA and a power factor of 0.8 located at nodes

16, 22, and 29. These units can operate as master DG units. On the other hand, five PV-based DG units of

0.2 MW are located at nodes 5, 7, 13, 21, and 27. The DR program considers that all the nodes can modify

their demand up to ± 10% from the pre-fault load state. For planning purposes, nodes 11, 15, 20, 23, and

28 are candidate locations to install the dispatchable DG units, where each unit has a capacity of 0.2 MVA

with an investment cost of $10,000 and the load shedding penalty is considered to be 10 $/kWh. Moreover,

it is assumed that seven normally-closed automatic switches are installed at branches 1-2, 5-6, 10-11, 14-15,

2-19, 3-23, and 27-28 while five normally-open automatic switches are installed at branches 8-21, 9-15, 12-22,

18-33, and 25-29.

In order to obtain an efficient pre-positioning of MES units and suitable investments in dispatchable DG

units, a set of 30 random fault scenarios is assessed. Fig 3 presents the amount of in-service energy demand

for each fault scenario. Note that there is no in-service demand at fault scenarios 9, 14, 19, and 28. It is

because branch 1-2 is one of the fault branches in these scenarios. For this system, the original power demand

of the system is increased by 30% in all demand nodes, so in normal operation, i.e., all the demand nodes are

in-service, it is expected that the system has an energy demand of 95.96 MWh during an operational day.
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Figure 2: Initial configuration of the 33-node system

 

 

 Figure 3: In-service energy for each fault scenarios on the 33-bus system

In this section, fault scenarios 10, 14, and 21 will be analyzed for illustrative purposes. Then, disregarding

any corrective action, Table 1 shows the faulted branches, the total disconnected energy demand, the total

in-service energy demand, and the in-service nodes.

For case studies I-V and fault scenarios 10, 14, and 21, Table 2 presents the open/closed switches, including

the period of the switching operations, and the MES scheduling, including the staging location, connection

node, and travel time. It is worth mentioning that MES’ travel time considers a continuous-time resolution

that does not depend on the periods.

3.1.1. Case I

In fault scenario 10, two microgrids are formed with the DG units at nodes 16 and 22 as master units

while the DG unit at node 29 is out of service. The restoration process considers two switching operations at

period t0. In this fault scenario, the in-service energy demand is 30.87 MWh with load at nodes 11, 12, 13,

14, 15, 16, 17, 18, 20, 21, and 22 restored at period t0 and operating in all the periods. In fault scenario 14,

15



Table 1: Fault scenarios and their impacts on the 33-bus system

Fault
Scen.

Faulted Cir-
cuits

Disconn.
De-
mand

In-
service
Demand

Buses In-
service

10 15-16, 3-23,
2-19, 20-19,
5-6, 24-25

86.40 MWh 9.56 MWh 1, 2, 3, 4, 5

14 1-2, 9-10, 13-
14, 3-23, 23-
24, 30-31

95.96 MWh 0 MWh 1

21 6-26, 5-6, 24-
25, 26-27

63.93 MWh 32.03 MWh 1, 2, 3, 4,
5, 19, 20, 21,
22, 23, 24

Table 2: Summary Results of Restoration Process For Cases I–IV

Case Fault
Scen.

Open Circuits Closed Circuits MES Dispatch Nodes for DG
Allocation

I 10 [(10-11)t0] [(12-22)t0] -
14 [(2-19)t0] [(12-22)t0] - -
21 [(10-11, 14-15, 27-

28)t0]
[(8-21, 9-15, 18-33)t0] -

II 10 [(10-11, 14-15)t0] [(8-21, 9-15, 18-33)t0] -
14 [(14-15)t0] [(8-21, 9-15, 12-22)t0] - 11, 15, 20, 28
21 - [(8-21, 18-33)t0] -

III 10 [(27-28)t0; (14-15)t1] [(9-15, 12-22, 18-
33)t0; (27-28)t1]

st1→13 (4h);
st1→21 (3h);
st2→8 (2h);
st2→18 (2h).

14 [(5-6, 14-15, 2-19)t0] [(8-21, 9-15, 12-22)t0;
(2-19)t1; (14-15)t2]

st1→4 (2h);
st1→21 (3h);
st2→8 (2h);
st2→18 (2h).

-

21 [(10-11)t0] [(8-21, 12-22, 25-
29)t0; (18-33)t1]

st1→13 (4h);
st2→18 (2h);
st2→18 (2h).

IV 10 [(10-11, 14-15,)t0] [(8-21, 9-15, 18-33, 25-
29)t0; (14-15)t1]

st2→8 (2h);
st2→8 (2h).

14 [(5-6, 10-11, 14-15, 2-
19)t0;]

[(8-21, 9-15, 12-22, 25-
29)t0; (10-11, 2-19)]

st1→4 (2h);
st1→21 (3h);
st2→8 (2h);
st2→18 (2h).

11, 15, 20, 23,
28

21 [(10-11)t0] [(8-21, 12-22, 18-33,
25-29)t0]

-

an in-service energy demand of 25.18 MWh is reached with two switching operations at period t0 considering

that the DG units at nodes 16 and 22 operate as master units. Nodes 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20,

21, and 22 are restored at period t0 and remain in-service in all the periods. In fault scenario 21, six switching

operations at period t0 are proposed to obtain an in-service energy load of 74.65 MWh. The restored system

has no microgrids, and nodes 6, 7, 8, 9, 10, 15, 16, 17, 18, 28, 29, 30, 31, 32, and 33 are restored and remain

in-service in all the periods. In this case, all the fault scenarios present the switching operations at period t0,

so increasing the number of in-service nodes through periods is impossible.

3.1.2. Case II

The solution of this case defines the allocation of four dispatchable DG units at nodes 11, 20, 28, and 15.

In fault scenario 10, the restored system is formed by one microgrid with the dispatchable DG unit at node

29 operating as a master unit, and the in-service energy demand is 62.25 MWh. At period t0 nodes 6, 7, 8,
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9, 10, 15, 16, 17, 18, 20, 21, 22, 26, 27, 28, 29, 30, 31, 32, and 33 are restored and remain in-service through

all the periods. On the other hand, the restoration process for fault scenario 14 does not consider microgrids

and the in-service load of 57.99 MWh with nodes 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 15, 16, 17, 18, 19,

20, 21, 22, 26, 27, 28, 29, and 30 in-service in all the periods. In fault scenario 21, the restored system has

83.56 MWh of in-service load. In this case, the restoration process considers all the dispatchable DG units

operating as slave units, i.e., the substation node is the reference of the system, and nodes 6, 7, 8, 9, 10, 11,

12, 13, 14, 15, 16, 17, 18, 27, 28, 29, 30, 31, 32, and 33 are restored.

3.1.3. Case III

This case optimizes all the available options, and its solution determines the allocation of five dispatchable

DG units at nodes 11, 15, 20, 23, and 28. In addition, two MES units are pre-positioned in each staging

location.

Considering the DR program and MES units, the solution presents a more efficient restoration process

when compared to Case I. In this case, the pre-positioning of two MES units for each staging location in the

system is proposed.

In fault scenario 10, one microgrid is formed with the DG unit located at node 16 operating as a master

unit, and the in-service energy of the restored system is 66.81 MWh. The restoration process at period t0

is composed of four switching operations and two more at period t1. In this regard, the restored nodes at

period t0 are 16, 17, 18, 28, 29, 30, 31, 32, and 33, while nodes 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 20, 21, 22,

26, and 27 are restored at period t1. For this fault scenario, the system requires four MES units at nodes 8,

13, 18, and 21.

By considering fault scenario 14, the restoration process has one microgrid with a DG unit located at

node 16 and operating as a master unit. The in-service energy of the restored system is 59.83 MWh. With

six switching operations at period t0 nodes 6, 7, 8, 9, 10, 11, 12, 13, 15, 16, 17, 18, 19, 20, 21, 22, 26, 27, 28,

29, and 30 can be restored. After that, at period t1, by closing one normally open switch, the set of in-service

nodes adds nodes 2, 3, 4, and 5. Finally, by closing one normally open switch, at period t2, it is possible to

restore the load of node 14. In this fault scenario, the MES units are connected at nodes 4, 8, 18, and 21.

In fault scenario 21, four switching operations are required at period t0 to restore nodes 6, 7, 8, 9, 10,

11, 12, 13, 14, 15, 16, 17, and 18. Later, in period t1, by closing one normally-open switch, the set of nodes

25, 27, 28, 29, 30, 31, 32, and 33 are included in the set of in-service nodes. Finally, one MES unit is sent to

node 13, while two are sent to node 18.
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Figure 4: In-service energy for fault scenarios 1-10 for the 33-node system

3.1.4. Case IV

For fault scenario 10, an in-service energy demand of 79.85 MWh is reached by forming one microgrid

with node 29 operating as the master DG unit. The solution, at period t0, proposes six switching operations

to restore the set of nodes 6, 7, 8, 9, 10, 15, 16, 17, 18, 20, 21, 22, 25, 26, 27, 28, 29, 30, 31, 32, 33. Later, at

period t1, nodes 11, 12, 13, and 14 are restored by closing one normally-open switch. In this fault scenario,

two MES units are connected at node 8. The restoration process for fault scenario 14 determines eight

switching operations at period t0 and two at period t1 to obtain in-service demand energy of 78.77 MWh.

The restored system forms one microgrid with the DG unit at node 22 operating as the master unit. In this

case, four MES units are installed in the system, one at nodes 4, 8, 18, and 21. At period t0, nodes 6, 7, 8,

9, 11, 12, 13, 15, 16, 17, 18, 19, 20, 21, 22, 24, 25, 26, 27, 28, 29, and 30 are restored, and, at period t1 nodes

2, 3, 4, 5, and 10 are connected to the restored system. Finally, for fault scenario 21, the restored system

has no microgrid formation, and all the dispatchable DG units operate as slaves. Considering five switching

operations at period t0, in this case, only node 26 cannot be restored, representing total in-service energy of

94.41 MWh. No MES units are required for this fault scenario.

The results show the advantages of the DG allocation in obtaining a more resilient DS since, in most fault

scenarios, it is possible to increase the amount of in-service energy demand compared to cases that disregard

the investment in new dispatchable DG units. On the other hand, note that the allocation of dispatchable

DG units in the system does not represent an operational issue under normal operational conditions, as these

devices can be controlled according to the grid requirements.

By analyzing the in-service energy for each fault scenario presented in Fig. 4 - Fig. 6, the strategy
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Figure 5: In-service energy for fault scenarios 11-20 for the 33-node system

proposed in study Case IV, considering the DG allocation and operative actions, is the most efficient way

to increase the amount of in-service energy of the system. On average, the solution to the problem presents

in-service energy of 66.36 MWh, 73.40 MWh, 75.90 MWh, and 82.84 MWh for Cases I-IV, respectively.

However, when the DG allocation is disregarded, as presented in the solution of Case I, the system is less

resilient, and the in-service energy decreases. Nevertheless, for Case III, the dispatching of MES units and

the DR program compensate for the lack of new DG units in the system, increasing the in-service energy of

the restored system.

 

 

 

Figure 6: In-service energy for fault scenarios 21-30 for the 33-node system

The problem’s solution for fault scenarios 5, 8, 11, 16, 20, 22, 27, and 29 presents the same in-service
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Table 3: Summary Results of planning actions for Cases I–IV for the 54-node system

Case MES pre-positioning Nodes for DG Allocation Expected in-service energy [MWh]
I - - 730.09
II - 18, 34, 39, 42, 50 790.40

2 MES units at st1
III 2 MES units at st2 - 793.07

2 MES units at st1
III 2 MES units at st2 22, 13, 18, 39, 42, 50, 34, 46 855.08

energy for Cases I-IV. On the other hand, the problem solution for fault scenarios 7, 13, 25, and 30 presents

the same in-service energy for Cases II-IV; however, these cases present a better performance compared to

Case I. The most complicated fault scenario was 13 since it is only possible to have in-service energy of

38.87 MWh for Case I, and 43.52 MWh for Cases II-IV. For Case I, the restoration process for fault scenario

13 presents superior performance compared to the restoration process for fault scenarios 14, 19, and 28;

notwithstanding, for Cases II-IV, the solution of the problem for fault scenario 13 presents the least amount

of energy in service, compared to the other fault scenarios.

These results validate the importance of considering a diverse set of fault scenarios simultaneously to

solve the planning part of the problem. This is valid for Cases II-IV. However, in Case I, fault scenarios can

be solved independently since there are no common variables among them.

3.2. 53-node system

The 53-node system, shown in Fig. 7, has three substations at nodes 101, 102, and 104 operating at

13.8 kV, two staging locations with a capacity of 3 MES units of 0.3 MW and 1.0 MWh and five nodes

are considered as candidate locations to connect MES units. This system has 11 normally open switches

represented with dashed lines and 13 normally-closed switches at branches 101-1, 101-3, 4-7, 4-5, 104-30,

37-43, 102-14, 15-16, 102-11, 104-21, 22-9, 38-44, and 42-48. The system has five dispatchable DG units of

3.0 MVA and a power factor of 0.7, capable of operating as master DG units. The entire PV-based generation

supplies up to 2 MW to the system. The DR program considers that all the nodes can modify their demand

up to ± 10% from the pre-fault load state. The planning stage considers nodes 7, 13, 18, 22, 34, 39, 42,

46, and 50 as candidate locations to install dispatchable DG units of 0.75 MVA with an investment cost of

US$10,000. The load-shedding penalty is 10 US$/kWh. On a typical operational day, the expected energy

demand of the system is 998.14 MWh. For this system, a set of 30 random fault scenarios is assessed. Fig 8

presents the amount of in-service energy demand for each fault scenario. Finally, Table 3 presents the main

results for each case study

For this test system, Figures 9, 10, and 11 show the expected in-service energy for each fault scenario

after the restoration process. Results demonstrate the benefits of considering dispatchable DG allocation to
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Figure 7: Initial configuration of the 53-node system

increase the amount of in-service energy compared to cases that disregard the investment in these devices. The

strategy presented in Case IV is the most effective one for obtaining a resilient DS. In this case, the expected

in-service increases energy by 17.12%, 8.18%, and 7.82% compared to Cases I, II, and III, respectively, by

pre-positioning four MES units and installing eight DG units. On the other hand, in Case III, combining

the optimal dispatch of MES units and the DR program is an effective strategy to improve the restoration

process that increments the expected in-service energy by 8.63% and 0.34% compared to cases I and II,

respectively. An improvement of 8.26% in the expected in-service energy of Case I is obtained by installing

five dispatchable DG units in Case II. However, better results can be achieved by including MES units in

the restoration process because MES units are strategically dislocated in each fault scenario to maximize the

benefits of these devices.

4. Conclusions

This paper presented a strategy that combines planning and operational alternatives to improve the

recoverability of a distribution system. The proposed strategy considers a complete restoration scheme to

restore system operation after a set of high-impact fault events, which includes dynamic switching operations,

where the in-service part of the system is physically separated from the out-of-service part of the system

through radial network reconfiguration and microgrid formation, and the optimal dispatch of MES units.
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Figure 8: In-service energy for each fault scenarios on the 53-bus system

 

Figure 9: In-service energy for fault scenarios 1-10 for the 53-node system

Additionally, the benefits of applying a demand response program were explored to improve the performance

of the restoration process.

Numerical results show the advantages of co-optimizing planning actions and the restoration process to

prepare the DS to deal with emergency conditions. From the obtained results, it can be highlighted that by

determining the optimal allocation of new dispatchable DG units and the optimal operation of resources such

as MES units, the implementation of a DR program, and dynamic reconfiguration, the quantity of in-service

load increases more than 10% compared to the solution obtained when only the coordination of switching

operations and DG allocation are carried out. It was also determined that when planning and operating

actions are co-optimized, the DS has been prepared to deal with emergency conditions in the most efficient

way, even though the occurrence of the most complicated fault scenario.
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Figure 10: In-service energy for fault scenarios 11-20 for the 53-node system

 

Figure 11: In-service energy for fault scenarios 21-30 for the 53-node system

Future works could address some applications details by including a more suitable representation of de-

mand via a voltage-dependent model and address further advances in the formulation, for example considering

a multi-objective framework to estimate the trade-off between investment costs and the amount of energy

restored.
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