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Abstract 

This paper presents a new framework for the scheduling of microgrids and distribution feeder 

reconfiguration (DFR), taking into consideration the uncertainties due to the load demand, market 

price, and renewable power generation. The model is implemented on the modified IEEE 118-bus 

test system, including microgrids and smart homes. The problem has been formulated as a two-

stage model, which at the first stage, the day-ahead self-scheduling of each microgrid is carried 

out as a two-objective optimization problem. The two objectives include the minimization of the 

total operating cost and maximization of the consumer’s comfort index. Then, the solution, 

obtained from the first stage is delivered to the distribution system operator (DSO). Then, at the 

second stage, the DSO determines the optimal configuration of the system with the aim of 

minimizing operating costs of the main grid and the penalty of deviating from microgrid 

scheduling. Note that the penalty is due to the difference in power exchange requested by the 

microgrids from the power exchange finalized by the DSO. The presented two-stage optimization 

problem is modeled in a mixed-integer linear programing (MILP) framework with four case 
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studies, and solved in GAMS by using the GURUBI solver. The simulation results show that in 

the cases the DSO is able to reconfigure the system, the deviation from the optimal scheduling of 

microgrids would be considerably lower than the cases with fixed system configuration.  

Keywords: Multi-objective optimization; Distribution feeder reconfiguration; Microgrids; 

Renewable energy resources, Smart homes; Consumers’ comfort index. 

 

Nomenclature 

Abbreviations  

CV Convenience Value 

ENS Energy Not Supplied 

EEC Estimated Energy Consumption 

LOT Length of Operation Time 

PCV Preferred Convenience Value 

PTR Preferred Time Range 

UCL User’s Convenience Level 

UTR Utilization Time Range 

Indices  
g

iD  Set of connected gas turbines to network buses 
i

mgD  Set of connected network buses belongs to microgrids 
st

iD  Set of connected network buses to substation 
pv

iD  Set of connected Photovoltaic panels to network buses 
w

iD  Set of connected wind turbines to network buses 

,

ij

mg tD   
Dynamic set of connected network branches to microgrid with negative 

flow 

,

ij

mg tD   
Dynamic set of connected network branches to microgrid with positive 

flow 

g Gas turbine index 

h Heaviside time window index 

i,j Network bus index 

mg Microgrid service area index 

l Branch index 

n,m Appliances index 

pv Photovoltaic panel index 
nPTR  Preferred time range of appliances 

s Scenario index 

st Substation index 

t,tt Time index 
nUTR  Utilization time range of appliances 

w Wind turbines index 

Scalars  

t  Time step (h) 
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ch / dch  Charging/Discharging efficiency of EES (%) 
conv  EES’s converter efficiency (%) 
conv

pv  PV’s converter efficiency (%) 
gen  Gas turbines efficiency (%) 

M  A positive big number 
swN  Total switching limit 

Parameters  

n  Damping coefficient in preferred convenience curve 

nEEC  Estimated energy consumption of appliances (kWh) 
0

wE / 0

pvE  Initial stored energy in EES units (kWh) 
max

wE / max

pvE  Maximum rate of energy stored in EES units (kWh) 
min

wE / min

pvE  Minimum rate of energy stored in EES units (kWh) 

,

line

i jG /
,

line

i jB  Conductance/Susceptance of network branches (S) 

stdG  Irradiation of sun at the standard condition (W/m2) 

nLOT  Length of operation time of appliances (h) 

, ,

fix

i t sP  Active fix demand in network buses (kW) 
e

t  Electricity price ($/kWh) 
gen

g  Gas price ($/kWh) 
penalty

mg  Penalty cost for deviating from the  microgrids scheduling ($/kWh) 
min

gP / max

gP  Max/Min active power generation limit of gas turbines (kW) 
,maxch

wP / ,maxch

pvP  Maximum charging rate of EES units (kW) 
,maxdch

wP / ,maxdch

pvP  Maximum discharging rate of EES units (kW) 
r

pvP  Rated active power of Photovoltaic panels (kW) 
r

wP  Rated active power of wind turbines (kW) 
solar

pv  Solar power price ($/kWh) 
wind

w  Wind power price ($/kWh) 
min

gQ / max

gQ  Max/Min reactive power generation limit of gas turbines (kVar) 

.i jr / .i jx  Resistance/Reactance of network branches (ohm) 

s  Probability of scenario s (%) 

bS / 2

bS  Base/Quadratic value of Piecewise block (kVA/kVA2) 
max

,i jS  Maximum Apparent power of network branches (kVA) 
min

, ,i t s / max

, ,i t s  Max/Min voltage Angle (rad) 

1 2,

gap

n nT  Maximum time gap between consecutive appliances (h) 
start

nt / end

nt  Starting/ending points of PTR for appliances (h) 
min

, ,i t sV / max

, ,i t sV  Max/Min voltage Magnitude (p.u.) 

iv / rv / ov  Wind turbine characteristics (cut-in/rated/cut-out speed) (m/s) 

nw  Weight coefficient of appliances 

,

line

i j  Power factor of network branches 

Variables  
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, , , ,i j t s b  The piecewise block operating point 

, ,

gen

g t sC  Operating cost of micro turbines ($) 

, ,

solar

pv t sC  Operating cost of PV panels ($) 

, ,

wind

w t sC  Operating cost of wind turbines ($) 

,mg sCost  Operation cost of microgrid ($) 

, ,i s nCV  User’s convenience value (%) 

,mg sComfort  Users’ comfort level in each microgrid (%) 

, ,w t sE / , ,pv t sE  Energy stored in EES (kWh) 

, ,pv t sG  Sun irradiance (W/m2) 
  Multi-Objective normalized value 

1  Normalized value of Operation cost 
2  Normalized value of Users’ comfort level 

, ,

solar

pv t sP  Active generated power by PV panel (kW) 

, ,

wind

w t sP  Active generated power by wind turbines (kW) 

, , ,

loss

i j t sP  Active power loss in network branches (kW) 

, , ,

schedule

i t s nP  Active schedulable demand in network buses (kW) 

, ,

gen

g t sP /
, ,

gen

g t sQ  Active/Reactive generated power by gas turbines (kW/kVar) 

, ,

demand

i t sP /
, ,

demand

i t sQ  Active/Reactive power demand in network buses (kW/kVar) 

, ,

sub

st t sP /
, ,

sub

st t sQ  Active/Reactive power generation of substations (kW/kVar) 

, ,

inj

i t sP /
, ,

inj

i t sQ  Active/Reactive power injection at network buses (kW/kVar) 

, , ,

line

i j t sP /
, , ,

line

i j t sQ  Active/Reactive power transferred in network branches (kW/kVar) 
,

, , ,

line req

i j t sP  Requested power exchange by the microgrids (kW) 

, ,

ch

w t sP  Charging active power of EES units (kW) 

, ,

dch

pv t sP  Discharging active power of EES units (kW) 

,t nPCV  Preferred convenience value (%) 

, , ,

line

i j t sS  Apparent power transferred in network branches (kVA) 

, ,

bus

i t s  Angle of voltage in network buses (rad) 

,i sUCL  User’s convenience level (%) 

, ,

bus

i t sV  Magnitude of voltage in network buses (p.u.) 

, ,w t sv  Wind speed (m/s) 

Decision Variables 

, , ,

appliance

i t s nI  Indicator for scheduling appliances 

, ,

ch

pv t sI /
, ,

dch

pv t sI  Indicator of PV panels’ EES in charging/discharging mode 

, ,

ch

w t sI /
, ,

dch

w t sI  Indicator of wind turbine’s EES in charging/discharging mode 

,

flow

l tI  Indicator for status of network branches 

, ,

flow

i j tI /
, ,

flow

j i tI  Indicator of power flow direction in network branches 

, ,

gen

g t sI  Indicator of gas turbines 

, , , ,

step

i t s n hI  Indicator of time window 
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, , ,

turn on

i t s nI  /
, , ,

turn off

i t s nI   Indicator of starting/ending points for scheduling appliances 

 

1-Introoduction 

1-1- Background and Motivation 

In the last two decades, with the restructuring of the electricity market, the penetration rate of local 

generation units in distribution systems has increased dramatically. Generation units consist of 

renewable or non-renewable energy sources and provide the load of the customers near the 

consumption points. In modern distribution systems, these generation units are integrated with 

electrical energy storage (EES) systems and managed by a central control system, which is called 

the microgrid [1]. It should be mentioned that the microgrid can operate in both grid-connected 

and islanded modes. In the grid-connected mode, microgrid is able to exchange power with the 

distribution system, while in islanded mode, the microgrid uses its own generation units and EES 

systems to meet the demand of its consumers [2].  

Microgrids play an important role in transforming existing grids into smart grids. Generally, 

microgrids lead to reduced operating costs, reduced emissions, improved energy efficiency, and 

increased system reliability. It should be noted that in the problem of integrated operation of 

microgrids, in addition to the economic aspects, the technical and security aspects must also be 

considered [3]. Therefore, in this paper, a two-stage framework is presented, in the first level of 

which each microgrid does its day-ahead scheduling taking into account the technical and 

economic aspects, and then in the second stage, the final scheduling of the entire network with 

consideration of security aspects is done by DSO. 

Recently, the focus of many studies has been on achieving a more sustainable structure for the 

integrated energy management of multiple microgrids. In the competitive market, the main 

purpose of microgrids is to meet the demand of their consumers at the lowest cost. It should be 
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noted that the operating cost of microgrids depends on their day-ahead scheduling [4]. 

Uncertainties due to load, renewable energy resources (RERs) power generation and electricity 

prices significantly affect microgrid scheduling and pose a serious challenge for microgrid 

operators [5]. Therefore, it is important to consider these uncertainties in microgrid scheduling 

problem. In this regard, in this paper, uncertainties of load demand, electricity prices and output 

power of RERs are considered so that scheduling is robust against the fluctuations of generation 

and consumption. 

The use of EES systems is one of the most effective approaches to deal with uncertainties and 

increase system flexibility [6]. EES systems, if installed next to RERs, store the surplus generation 

of these resources and then inject it into the network during peak hours. This performance not only 

prevents the curtailment of excess RERs power but also reduces operating cost. Besides, the 

shortage of generation of RERs due to unfavorable weather conditions can be compensated by the 

energy stored in EES systems. It should be noted that in the model proposed in this paper, an EES 

system is considered next to each RER. 

The other two approaches to enhance operational flexibility are DFR and the demand response 

programs. By implementing DFR, the system operator changes the network topology in order to 

achieve goals such as reducing operating costs, reducing losses, and enhancing reliability. It should 

be mentioned that DFR is only applicable to radial networks. Noted that in the model proposed in 

this paper, DFR is performed by DSO with the aim of reducing the deviation of the final schedule 

of microgrids from their optimal schedule [7]. The participation of traditional and smart loads in 

demand response (DR) programs and the use of their active role in the electricity market can be an 

important help to improve system flexibility. On the other hand, participation in DR programs 

improves the load demand curve of consumers and reduces operating costs. Noted that the 
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implementation of DR programs should be such that the comfort index of consumers always 

remains at a desirable level. Hence, in this paper, the consumers’ comfort index is considered as 

one of the objectives of the problem. 

1-2 Literature Review 

 Increasing the penetration rate of RERs in distribution systems, despite reducing emissions and 

operating costs, has led to increased operating uncertainties [8]. Therefore, many studies have 

examined the problem of microgrid energy management by considering uncertainties. For 

instance, Ref. [9] provides a new framework for energy management of residential microgrids, in 

which the ten-state Markov chain is used to model the uncertainty of photovoltaic (PV) panels’ 

generation. The proposed model is implemented on a real case study in France and the results show 

an improvement in performance and a 13.2% increase in microgrid profits. Ref. [10] provides a 

framework for microgrid energy management. In this study, rolling time horizon, adaptive neuro-

fuzzy inference systems trained by clustering and neuro-fuzzy min-max classifier, Mamdani fuzzy 

inference system, support vector regression, echo state network and multilayer perception 

strategies are utilized for energy management system modeling and the results indicate that the 

rolling time horizon method has a more accurate performance in predicting in the presence of 

uncertainties. Also, in this study, a graphical interface is proposed to display the energy flow in 

each microgrid. In [11] a fuzzy logic-based energy management framework is presented for 

microgrids. The objective function of the proposed model is profit maximization of microgrid and 

in order to solve it, a hierarchical genetic algorithm has been utilized. The results of this study 

mirrored that the proposed model has improved system performance related to the profit by about 

10%. Ref. [12] presents a two-stage stochastic framework for microgrid energy management, in 

which Apache Spark is used to improve the performance of the scalable stochastic optimization 
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model. In this study, to deal with wind speed uncertainties, the problem is formulated based on 

chance constrained method. The model is solved using both historical information and Apache 

Spark methods, and the results show that the use of Apache Spark has reduced production costs 

by 3.92% and improved system resilience. 

As mentioned, DFR enhances system flexibility by rerouting power flow [13]. Therefore, in many 

studies, microgrid scheduling has been done considering DFR implementation. Ref. [7] provides 

a coordinated model for microgrid scheduling, in which DFR, DR programs, and EES systems are 

considered to enhance operating flexibility. In this study, an improved point estimation method 

(PEM) has been used to model the output power uncertainties of wind turbines and PV panels and 

the objective function is to minimize the operating cost of microgrid. The model is implemented 

on a 33-bus distribution network and the results demonstrate that the proposed model has reduced 

losses by 34.03%. Also, the results show that the implementation of DFR has led to a 10.83% 

reduction in the cost of purchasing energy. Ref. [14] has used the coordinated implementation of 

DFR and DR program in order to optimally exploit the distribution system. In this study, the 

conditional value-at-risk (CVaR) model is used to model the consumers’ comfort index, which 

considers the risk of exceeding the comfort limit. In order to model wind speed uncertainties, 

Markov decision process (MDP) is utilized and the results indicate that the coordinated 

implementation of DFR and DR program covers wind speed prediction error. The results also 

illustrate that the MDP method has reduced operating costs by 2% to 7% compared to the stochastic 

method. Ref. [15] presents a deterministic multi-objective model based on the chaos disturbed 

beetle antennae search (CDBAS) optimization algorithm. The objectives of this research are loss 

minimization, load balance index and voltage deviation index and the proposed model has been 

implemented on both 69-bus and 118-bus distribution networks. Finally, the results show that the 
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use of the CDBAS algorithm not only increases the solution speed but also reduced losses in 69-

bus and 118-bus networks by 39.42% and 10.99%, respectively. Ref. [16] introduces an energy 

management framework to cover phase balancing in grid interfaced photovoltaic / fuel cell system. 

In this regard, a phase balancing control method is provided to maintain network quality in 

unbalanced loading situations. The effectiveness of the proposed model has been proven by 

implementing on different networks. 

With the advent of DR programs in the last two decades, the role of end-users in the power market 

has become much more prominent [17]. Meanwhile, smart homes have a greater impact on system 

operation than traditional homes, due to their Internet of Things (IoT)-based appliances. One of 

the constraints that must be considered during the implementation of DR programs is the 

consumers’ comfort index. Hence, in recent years, many researches have done microgrid 

scheduling considering consumers’ comfort index. In Ref. [18], the problem of smart home energy 

management is solved by considering a price-based DR (PBDR) program. The objectives of this 

model include reducing operating costs, improving consumers’ comfort index and alleviating peak 

to average ratio (PAR), and the wind-driven bacterial foraging algorithm (WBFA) has been 

utilized to solve the model. The proposed algorithm automatically responds to PBDR programs to 

deal with the major problem of these programs, which is the limitation of consumer's knowledge 

in response to receiving DR signals. The simulation results show that applying DA, RTP and TOU 

pricing programs reduced costs by 27.6%, 40% and 52.1%, respectively. Ref. [19] presents a 

model for energy management of a smart home in the presence of RER, EES systems and electric 

vehicles. In the proposed model, the investment costs of EES systems and electric vehicles are 

considered and the final model is formulated as a MILP problem. The simulation results 

demonstrate that smart home appliance scheduling with the participation of EES and electric 
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vehicles not only reduces the operating cost by about 29% but also improves the comfort index of 

consumers. In [20], a deterministic multi-objective optimization framework for energy 

management of a residential microgrid is presented, in which smart home appliances scheduling 

is done based on IoT concept. In order to solve the model, the improved butterfly optimization 

algorithm is utilized and the results indicate that this algorithm leads to an increase in convergence 

speed. Also, the results show that the operation of the microgrid in the island mode increases the 

operating cost by 9% to 17%. In [21], smart home scheduling has been done using a scheduling 

algorithm consisting of three artificial intelligence techniques. In the proposed model, support 

vector regression is used to predict the power of the next day and the level of consumers’ comfort 

index is determined by the K-means clustering algorithm. The scheduling problem is modeled as 

a two-objective optimization problem, the objectives of which include operating costs and 

consumers’ comfort index. Finally, the scheduling problem is solved by the NSGA-II algorithm 

and the results show that the proposed model reduces the operating cost by 51.4%.  

The authors in [22] present a model for the optimal operation of electricity and gas networks in 

the presence of smart homes, electric vehicles (EVs) and a new hybrid heating system. The 

proposed model is formulated in a two-objective form, the objectives of which are to minimize the 

cost of scheduling and minimize the discomfort index. Smart homes are considered as flexible 

loads and the simulation results show that the use of hybrid heating system reduces 22.8% and 

21% of operating costs in electricity and gas networks, respectively. Ref. [23] presents an optimal 

model for energy management of a smart building equipped with PV-thermal panels. In the 

proposed model, a heating storage system is used for better exchange with electricity and heat 

networks. The case study is a real building in Western Denmark and the results show that PV-

thermal panels have led to more efficient use of solar radiation energy.   The authors in [24] 
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proposed a robust optimization model for the operation of interconnected microgrids in which 

several energy hubs are considered. In order to ensure the privacy of microgrids and the 

decentralization of the scheduling problem, the alternating direction method of multipliers 

(ADMM) has been utilized. The results show that doubling the system robustness rate leads to a 

19% increase in operating cost. Ref. [25] presents a multi-objective model for energy management 

of multi-microgrids in the presence of EVs. In this study, an enhanced neural network method has 

been utilized to predict the charging pattern of EVs. Objective-functions include losses, operating 

costs and emissions, and the results indicate that using the enhanced neural network method 

proposed in this study reduces the forecast error by 36.86%. The authors in [26] proposed a two-

objective model for the coordinated operation of electricity and gas networks in the presence of 

smart homes. The epsilon-constrained method is employed for two-objective modeling of the 

optimization problem and the objective functions are operation cost and emissions. The problem 

is modeled as MILP problem and the results indicate that a 2.87% reduction in emissions leads to 

a 0.75% increase in operating cost. In addition, the results show that a 21.93% increase in the 

comfort index increases the operating cost by 41%. An energy management framework for day-

ahead scheduling of interconnected microgrids considering DR program is presented in [27]. In 

this study, microgrids use a novel deep-learning artificial neural network (ANN) model to predict 

load demand and generation of RERs, and the results demonstrate that the coordinated 

performance of EES systems and DR program has led to a reduction in operating costs.  

1-3- Research Gap 

Table 1 provides a comparison between the model proposed in this paper and recent studies. A 

review of recent researches shows that most studies have solved the DFR problem with the aim of 

reducing losses, voltage stability and enhancing reliability, and none of the studies has solved the 
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DFR problem in the presence of smart homes and considering the comfort index of customers. 

Therefore, in this paper, a comprehensive model is presented in which microgrids include 

traditional and smart homes and the DFR problem is solved according to the operation cost and 

the comfort index of the customers. 

1-4- Contribution 

This paper presents a two-stage framework for the scheduling of microgrids and DFR. The model 

has been implemented on the modified IEEE 118-bus test system, including ten microgrids with 

traditional loads and smart homes. Besides, the uncertainties due to the load demand, market price, 

and renewable power generation have been applied to the model to take into consideration realistic 

conditions. The problem has been formulated as a two-stage optimization problem to efficiently 

address the large-scale optimization problem with a high number of continuous and discrete 

variables. The first stage solves the day-ahead scheduling of microgrids as a two-objective 

optimization problem, using the min-max fuzzy method. The objectives are defined as the 

minimization of the total operating cost minimization and the maximization of consumers’ comfort 

index. The second stage is devoted to the optimal DFR, carried out by the DSO, aimed at 

minimizing the deviation from the optimal scheduling of microgrids, determined at the first stage. 

The novelties of the paper can be briefly stated as follows: 

 Proposing a two-stage optimization framework for scheduling of microgrids and DFR 

 Considering smart homes and traditional loads in the model 

 Solving the day-ahead scheduling problem of microgrids in the form of a two-objective 

problem considering operation cost and consumers’ comfort index 

 Solving the DFR problem with regard to the optimal scheduling of microgrids 

 Investigating the impact of different objective functions on smart homes’ scheduling 
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This paper organizes as follows. The system description is presented in Section 2. The 

mathematical problem formulation including the objective functions and corresponding 

constraints are addressed in Section 3. The algorithms and flowchart for solving the proposed 

model are presented in Section 4. Simulation results and the comprehensive discussion are 

addressed in Section 5 of this paper. The concluding remarks are presented in the last section of 

this paper.   
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Table 1. Comparison of this study with recent researches. 

Refs. Objectives 
Mathematical 

Model 

Problem Modeling 
Multi-

Stage 
DFR 

Home 

Appliances Comfort 

Index 
DR EES 

RER 

Uncertainty 
Single-

Objective 

Multi-

Objective 
IoT Fix Wind PV 

[10] Profit MILP             

[7] 
Cost 

Profit 
MINLP             

[14] Cost MINLP             

[28] 
Power Loss 

Voltage Deviation 
MILP             

[29] 

Operation Cost 

Interruption Cost 

Switching Cost 

MILP             

[30] 
ENS 

Power Loss 
MINLP             

[21] 
Cost 

Comfort Index 
MINLP             

[19] Cost MILP             

[20] Cost MILP             

[18] 

Cost 

PAR 

Comfort Index 

MINLP             

[31] Cost MILP             

[32] Cost MILP             

[33] Power Unbalance MINLP             

[34] 
Cost 

Comfort Index 
MILP             

[11] 
Profit 

Fuzzy Rules 
MILP             

[12] Cost MILP             

[9] Forecast Error MINLP             

[35] Cost MILP             

[36] 
Cost 

Comfort Index 
MINLP             

[22] 
Cost 

Thermal Comfort 
MILP             

[23] Cost MINLP             
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[24] Cost MIQCP             

[25] 

Power Loss 

Cost 

Emission 

MINLP             

This 

Paper 

Cost 

Comfort Index 
MILP             
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2- System description 

The test system, used in this paper to assess the proposed model is the modified IEEE 118-bus 

system, comprising ten microgrids, depicted in Fig. 1. As this figure indicates, each microgrid 

supplies its load demand by utilizing RESs, including wind and solar power generation, non-

renewable sources, including a gas-turbine, and also by transacting power with the upstream 

network. It is noteworthy that an electrical energy storage (EES) system has been used along with 

the renewable energy technologies. Moreover, 15 switches have been considered for the DFR, as 

depicted in Fig. 1 in red. Each microgrid serves both traditional load demand and smart homes, 

and the day-ahead scheduling is done, aimed at maximizing the smart homes’ comfort index. The 

locations of smart homes in the microgrids are specified in green. The controllable loads of a smart 

home comprise a washing machine, a clothes dryer, a dishwasher, an iron, a microwave oven, a 

cooker, an electric kettle, and a toaster. In addition, fixed loads of each smart home relate to the 

cooling, heating, and lighting system. Every smart home is equipped with self-generation 

technologies, including a PV panel and an EES system to mitigate the amount of the bill and 

increase the system flexibility.  
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Fig. 1. The overview of the modified IEEE 118-bus distribution system. 

 

3- Formulation 

This section presents the mathematical formulation of the problem. 

 Objective Functions 
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The objective functions of the first stage of the problem are defined as the minimization of the 

total operating cost and maximization of the consumers’ comfort index, expressed in (1a) and (1b) 

respectively, in the service area of each microgrid. It should be noted that the resulting multi-

objective problem is solved by employing the min-max fuzzy method [37]. In this regard, 

expression (1c) indicates the membership function, assigned to each objective. 

The objective function of the second stage is presented in Eq. (1d), which is to minimize operating 

costs of the main grid and the penalty of deviating from microgrids scheduling. The objective 

function indicates that the network will be penalized if fails to satisfy the requested power 

exchange of the microgrids. ,

, , ,

line req

i j t sP is the requested power exchange by the microgrid, while 
, , ,

line

i j t sP  

is the power exchange finalized by the DSO. penalty

mg  is the penalty cost for deviating from the 

microgrids scheduling. It is noteworthy that the objective function of this stage is solved from the 

DSO point of view.  
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 Power Flow 
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The linearized AC power flow (ACPF) relationships, used in this paper are represented in (2a)-

(2o) [38]. The conductance and susceptance of the feeder are calculated as (2a) and (2b) 

respectively. Eqs. (2c) and (2d) represent the active and reactive power flow of lines, as functions 

of voltage magnitude and angle. The active and reaction power injection of each bus to the 

connected branches are determined by using Eqs. (2e) and (2f), respectively. Eq. (2g) shows the 

apparent power flow of each line as a function of the active and reactive power flows and the 

average power factor of the sending and receiving buses. Inequality (2h) applies the security 

constraint, relating to the minimum and maximum power flow of lines. The nodal active and 

reactive power balance equations are stated in (2i) and (2j) respectively, and constraints (2k) and 

(2l) limit the voltage magnitude and voltage angle within the permitted range respectively. The 

system’s power losses are also calculated by using relationships (2m)-(2o). In this respect, Eq. 

(2m) shows that power flow of each line would be specified with respect to the operating point of 

that line. Constraint (2n) indicates the operating point limitation of each line. Finally, Eq. (2o) 

gives the power losses of each line.  
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 DFR 

Constraints (3a)-(3c) guarantee the radiality of the network during DFR. Constraint (3a) 

determines the direction of power flow in the active lines (present in operation). 
( , ),

flow

l i j tI  is a binary 

variable that determines the presence/absence of each line at time t. Constraint (3b) states that each 

bus can receive power from only one line. Constraint (3c) prevents the injection of power into the 

slack bus. Finally, constraint (34) limits the number of switches during operation horizon [39].    
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 Appliances 

 

As mentioned above, each microgrid includes a number of smart homes and it operates considering 

traditional loads and smart homes. In this respect, Eqs. (4a)-(4p) represent the relationships, 

required to model the operation of home appliances [40]. The load demand of each home includes 
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two load categories as fixed and schedulable loads, shown in (4a). The hourly consumption of each 

appliance is stated in (4b), while (4c) shows that the operation time of each appliance must be 

equal to the corresponding length of operation time (LOT). Besides, constraint (4d) states that each 

appliance should be activated only in its utilization time range (UTR) interval. Constraint (4e) 

indicates that the appliance operation is uninterruptable. It should be noted that some appliances 

have dependent operation. For example, first, the WM should work and after that the SD starts 

working. The operation of such appliances has been modeled by relationships (4f)-(4h). Constraint 

(4f) ensures the proper operation of each appliance. Constraint (4g) models the limitation of binary 

variable , , , ,i t s n hH . As constraint (4h) states, each dependent appliance should be turned on after the 

operation of the independent appliance is finished. Constraints (4i)-(4k) are proposed to ensure the 

permitted time intervals, required between the operations of dependent appliances. The consumer’s 

comfort index is calculated in Eq. (4l) as a function of the comfort index and value factor of each 

appliance. Eqs. (4m) and (4n) are used to determine the user’s convenience level (UCL) of the 

appliances and comfort level of all smart homes is calculated as (4o). As can be seen, in Eq. (4n), 

two exponential functions are used to determine UCL. This equation states that if the appliance 

activation time is in the consumers’ preferred range, the UCL value will be equal to 1, and if the 

appliance activation time is outside the consumers’ preferred range, the UCL value will decrease 

with a certain slope. Where, n denotes damping coefficient of preferred convenience curve. 
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 Generation Units 

 

Relationships (5a)-(5h) relate to the power generation by DERs and their associated operating cost. 

In this regard, Eq. (5a) shows the hourly power generation equation of the wind turbine, which is 

a function of the hourly wind speed and turbine characteristics [41]. The power, generated by the 

PV panel is in accordance with Eq. (5b) as a function of the hourly solar [34]. Noted that the 

converter efficiency ( conv

pv ) is considered to be 95%. As Eq. (5c) shows, the power, generated by 

the MT is a function of the input gas and turbine efficiency. The constraints of active and reactive 

power generation of the MT are represented in (5d) and (5e) respectively. The operating costs of 

the MTs, wind turbines, and PV panels are stated in Eqs. (5f)-(5h) respectively. The total operating 

cost of each microgrid is also calculated as Eq. (5i). 
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 Network’ EES system 

 

The renewable power generation units are all equipped with an EES system. In this respect, 

relationships (6a)-(6h) show the operation model of the EES systems, installed along with the wind 

turbines. Eq. (6a) indicates that the energy, available in the EES system at each hour is a function 

of the energy, stored in the system in the previous hour and the charging/discharging power at the 

present hour. It should be noted that t  is time step and its value is equal to 1 hour. Constraint (6b) 

shows the initial amount of energy, stored in the EES system at the beginning of the scheduling 

period. The limitations on the energy, stored in the system has also been stated in (6c), while 

constraints (6d) and (6e) force the charging and discharging rates to be within the permitted range 

respectively. As constraint (6f) shows, the EES system is obliged to operate in either charging or 

discharging mode. Furthermore, according to constraint (6g), the amount of energy that must be 

available in the EES system at the end of the scheduling period should be equal or greater than the 

initial amount [42].  
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 Smart home’  EES system 

 

Relationships (7a)-(7i) indicate the operation model of the EES systems, installed next to PV 

panels [43]. Constraint (7a) states the limitation of the amount of energy, stored in the EES system. 

Constraints (7b) and (7c) show the calculation of the charging power and discharging power 

respectively, which are the function of the respective efficiencies and the energy, available in the 

EES system. The charging power and discharging power are limited as shown in (7d) and (7e) 

respectively. The conflict between the charging and discharging modes is avoided by using 

constraint (7f). The energy, stored in the EES system at each hour is determined by utilizing 

relationship (7g). The constraints of the initial and final values of the energy, stored in the EES 

system are in accordance with (7h). Condition (7i) states that the energy level of EES systems 

located in smart homes must be equal to or greater than the initial energy level at the last hour of 

scheduling. 
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 Uncertainty modeling process 

The uncertainties due to the load demand, market price, and renewable power generation have 

been applied to the problem to obtain a more realistic solution. In this regard, first, 1000 scenarios 

are generated for each uncertain parameter by the probability distribution functions (PDFs), using 

the Gaussian PDF for the load demand, market price and solar irradiance, and the Weibull PDF 

for the wind speed. Gaussian PDF is presented in Eq. (8a). x  and x  denote the mean and standard 

deviation, respectively; tx denotes the error of the load prediction. The values of parameters x  

and x  are considered 0 and 0.3, respectively. Weibull PDF is presented in Eq. (8b). 𝜆 and k denote 

the scale and shape parameters, respectively [44]. The values of parameters 𝜆 and k are considered 

1 and 1.5, respectively. 
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Afterward, the number of scenarios is reduced by employing the SCENRED2 in GAMS [45], to 

alleviate the computational load of the problem. It should be noted that SCENRED2 is a 

fundamental update of the well-known scenario reduction software SCENRED. SCENRED is a 

tool for reducing the number of scenarios that performs the scenario reduction process by one of 

the fast backward, mix of fast backward/forward and mix of fast backward/backward algorithms. 
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 Multi-scenario modelling 

In this subsection, the process of multi-scenario modeling is shown [46]. To this end, each 

continuous PDF is discretized in order to form a set of finite states. It should be mentioned that an 

occurrence probability is assigned to each state. discrete sets related to different parameters 

forecasting errors are shown in (9a)-(9d). i

De  denotes the error related to the  ith state, i

D  denotes 

the probability of ith state, and n denotes the number of states of the discrete set. Discrete sets of 

other uncertain parameters are determined in the same way. Note that the probabilities of states 

are subject to constraint (9e). 

      1 1 2 2, , , , , ,n n

D D D D D D De e e     (9a) 

      1 1 2 2, , , , , ,k k

P P P P P P Pe e e     (9b) 
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W W W W W W We e e     (9c) 

      1 1 2 2, , , , , ,q q

PV PV PV PV PV PV PVe e e     (9d) 

1 1 1 1

1
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i i i i

D P W PV

i i i i

   
   

        (9e) 

The discrete sets obtained from Eqs. (9a) - (9d) are used to form a set of scenarios that indicate the 

possible deviations from the load, price, wind, and irradiance forecasted values. Each scenario has 

a probability ( i

s ), which is equal to the product of the probabilities of the states related to that 

scenario, as illustrated in Eq. (9f). Also, according to Eq. (9g) the total number of obtained 

scenarios is equal to the product of the number of states in each discrete set.  

1 1

1
S S

i i i i i

s D P W PV

i i

    
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    (9f) 

S n m q k     (9g) 
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4- Methodology 

Fig. 2 depicts the flowchart of the proposed model. As can be observed, the scenarios are generated 

by PDFs and then, they are reduced by using the SCENRED2 in GAMS. After that, at the first 

stage, the operation problem would be solved from the viewpoint of each microgrid, aimed at 

optimizing the operating cost and consumers’ comfort index. It should be noted that the problem 

of microgrid scheduling can be solved as a single-objective or two-objective problem. In the case 

of choosing two-objective scheduling, a pay-off table will be formed to solve the two-objective 

problem of microgrids scheduling. The payoff table in multi-objective programming provides the 

individual optimal of the objective functions (in the diagonal). The goal of forming a payoff table 

is to help formulate the constraint model in the next task (membership functions), by determining 

the lower and upper bounds for the objective functions. A membership function is a curve that 

defines how each point in the input space is mapped to a membership value (or degree of 

membership) between 0 and 1. At the end of the first stage, the results, relating to the microgrids 

operation, including the new load demand curve, besides the hourly power transaction, are fixed 

at their optimal values and delivered to the DSO. At second stage, the DSO would be able to 

evaluate the possibility of the obtained scheduling of microgrids. It is also noted that the system 

topology can be either fixed or reconfigured at this stage. If the system is reconfigured, it is carried 

out, aimed at minimizing the deviation from the optimal scheduling of microgrids, determined at 

the first stage. If the hourly scheduling of any microgrid is not possible to implement, corrective 

signals (optimality cuts) would be generated by the DSO and sent to the respective microgrid. 

These signals are added to the problem as new constraints and the scheduling continues until 

satisfying the stopping criterion. Table 2 presents a pseudo-code that shows the solution process 

of the proposed algorithm. 
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Table 2. Pseudo-code required to execute the proposed algorithm. 

Step 1: Solve microgrids day-ahead scheduling in the form of: 

1

1

2

1

min

max

MG

mg

mg

MG

mg

mg

OF Cost

MO

OF Comfort










 






 

s.t. 

(2a)-(2o), (4a)-(4o), (5a)-(5i), (6a)-(6g), (7a)-(7i) 

 

Step 2: Send microgrids’ day-ahead scheduling to the DSO and convert the distribution 

system to the multi-zone area network. 

 

Step 3: Evaluation operation results of microgrids by DSO with/without implementing 

DFR in the form of: 

Min Eq. (1d) 

s.t. 

(2a)-(2o), (3a)-(3d), (4a)-(4o), (5a)-(5i), (6a)-(6g), (7a)-(7i) 

 

Step 4: Check power transaction violations of each microgrid: 

For each line, do: 

        If positive error happens, Then:  

              Define lower limit for the line. 

              Active positive error flag. 

        Else If negative error happens, Then: 

  Define upper limit for the line.  

  Active negative error flag. 

        Else: 

              Stop and return results. 

        End 

End 

Step 5: For each positive error, Do: 

      Add a cut to limit the lower level of line. 

End 

For each negative error, Do: 

      Add a cut to limit the upper level of line. 

End 

Step 6: Define cuts as new constraints for the scheduling problem in each iteration. 

Step 7: Go to step 1. 
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Fig. 2. The flowchart of proposed model. 

 

5- Simulation results 

5-1- Data 
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The presented problem is investigated through four case studies, indicated in Table 3. As can be 

seen from this table, the effect of fixed and reconfigurable topologies as well as different objective 

functions on microgrid scheduling will be investigated. The generated scenarios for load demand, 

market price, solar radiation and wind speed are presented in Figs. 3a-3d, respectively. The 

scenarios presented in Fig. 3a are related to the fixed load of smart homes. It should be noted that 

the load of schedulable appliances will also be added to this load (depends on the activation time 

of appliances). As mentioned earlier, in order to reduce the computational burden, the number of 

scenarios of each uncertain parameter has been reduced to 10 by utilizing the SCENRED2 in 

GAMS, as illustrated in Figs. 4a-4d. The generated and reduced scenarios for traditional home 

demand are presented in Figs. 5a and 5b, respectively. The data of the modified IEEE 118-bus 

system are available in [47]. Furthermore, Tables 4 and 5 represent the data to model the 

microgrids and smart homes. Finally, the data required to simulate the problem are presented in 

Table 6. 

Table 3. Case studies and their corresponding assumptions. 

Case no. 
Topology  Objective function 

Fixed Reconfigurable  Single-objective Two-objective 

1      

2      

3      

4      

 

 

 
(a) Electrical load 

 
(b) Electricity price 
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(c) Irradiance 

 
(d) Wind speed 

Fig. 3. Generated scenarios for uncertain parameters. 

 

 
(a) Electrical load 

 
(b) Electricity price 

 
(c) Irradiance 

 
(d) Wind speed 

Fig. 4. Reduced scenarios of uncertain parameters. 

 

 
(a) Generated scenarios 

 
(b) Reduced scenarios 

Fig. 5. Traditional home load scenarios 
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Table 4. Input data of microgrids. 

Microgrids 

No. 

Number of 

Buses 

Total Number of 

Customers 

Number of 

Smart Homes 

Capacity of DERs 

(kW) 

Gas Turbine RER 

1 6 63 29 300 - 

2 10 289 112 1000 1700 

3 9 263 89 1200 - 

4 13 791 110 2300 1000 

5 8 314 188 900 1000 

6 12 603 178 2600 500 

7 8 235 78 - 2200 

8 10 299 109 - 1600 

9 9 605 107 2300 - 

10 5 107 43 300 - 

 

Table 5. Smart homes’ appliance scheduling data. 

Appliance UTR  PTR  LOT (h) EEC (kWh) 

Washing Machine 9:00-17:00 10:00-11:00 2 1 

Dishwasher 12:00-19:00 15:00-16:00 2 1.4 

Clothes Dryer 11:00-19:00 12:00-13:00 1 1.8 

Iron 5:00-9:00 6:00-7:00 1 1.1 

Vacuum Cleaner 9:00-19:00 11:00-14:00 1 0.65 

Microwave 11:00-16:00 13:00-14:00 1 0.9 

Rice Cooker 10:00-15:00 12:00-13:00 2 0.6 

Electric Kettle 6:00-10:00 7:00-8:00 1 1 

Toaster 6:00-10:00 7:00-8:00 1 0.8 

 

 

Table 6. Data required for simulation. 

Parameter Value Parameter Value 
,maxe

t  18 Cent gen

g  6 Cent 

M  1e7 
iv / rv / ov  2 / 14 / 25 m/s 

swN  40 stdG  1000 W/m2 
ch / dch  95% 0

wE / 0

pvE  20% 
conv / conv

pv  95% min

wE / min

pvE  20% 

t  1 h max

wE / max

pvE  100% 
min

, ,i t sV / max

, ,i t sV  0.9 / 1.1 p.u. ,maxch

wP / ,maxch

pvP  40% 
min

, ,i t s / max

, ,i t s  -3.14 / 3.14 rad ,maxdch

wP / ,maxdch

pvP  40% 

1 2,

gap

n nT  1 h gen  65% 
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n  1.1 wind

w  / solar

pv  3 Cent 

 

Table 7 includes the results, obtained from solving the problem for the four case studies. As can 

be observed, the first iteration is associated with the best solution, since the scheduling problem of 

each microgrid is solved from its own point of view. Accordingly, the highest error also relates to 

this iteration. As the number of iterations increases, the error and the number of optimality cuts 

reduce, since the scheduling of microgrids would be more appropriately carried out by receiving 

the corrective signals from the DSO. It can be seen that the error and the number of optimality cuts 

reach zero in the last iteration. Thus, the obtained scheduling can be implemented. Errors are the 

difference between microgrids scheduling and DSO scheduling and are calculated in kW. For 

example, if microgrid 4 has a demand of 100 kW at 4 pm and DSO is only able to supply 60 kW 

of this demand due to network limitations, the error value will be equal to 40 kW. It should be 

noted that the value provided for the error in each iteration is the sum of the errors of all the 

optimality cuts in that iteration.  

The comparison made between Cases 2 & 4 and Cases 1 & 3 reveals that the DFR would lead to 

more reduced operating cost and enhanced consumers’ comfort index. As Table 7 shows, operating 

cost in Case 2 decreased by 10.17% compared to Case 1, which is due to the implementation of 

DFR. The results also illustrate that the comfort index has increased by 2.9% compared to Case 1. 

Moreover, the deviation from the optimum scheduling of microgrids will be lower in Cases 2 and 

4. This is due to the fact that the DSO reconfigures the system, aimed at minimizing the deviation 

from the optimum scheduling of microgrids. It can also be observed that the minimum operating 

cost relates to Case 2, as the objective in this case is minimizing the operating cost with the DFR 

possibility. A comparison of Cases 2 and 4 indicates that a 22.3% increase in the consumers’ 

comfort index in case 4 has resulted in an increase of about 6.1% in operating costs. 
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Table 8 shows the final operation results, comprising the operating cost, consumers’ comfort 

index, the amount of power transaction, the number of optimality cuts for each case and each 

microgrid. The obtained results also indicate that the DFR would more affect the operating cost of 

the microgrid than the comfort index. For instance, the operating cost of microgrid 2 in the first 

case study is 60.93 $/day, while in Case 2 with the DFR, microgrid 2 can make a profit by -1269.69 

$/day through selling power to other microgrids. It is noted that this issue is adverse for some 

microgrids like microgrid 9 and microgrid 10, where their operating costs have relatively 

increased. In general, it can be concluded that the impact of the DFR on the operation of each 

microgrid is substantial. 

Table 9 represents the hourly topology of the system with respect to the open switches for Case 2 

and Case 4. It is worth noting that the system topology changes each hour as the state of open 

switches changes. The maximum number of switching is limited to 40 to avoid the amortization 

of switches and any noise in the system. Figs. 6a and 6b depict the number of switch changes per 

hour in Cases 2 and 4, respectively. As can be seen, the network topology in Case 4 has changed 

more than Case 2, which is due to the different objective functions of these cases. Finally, the 

obtained topologies for the network at different times of the day in Case 4 are presented in Figs. 

7a-7d. It should be noted that the red dashed lines indicate the open switches. As can be seen, the 

network topology has changed at different times of the day in order to satisfy the objective 

functions. 

Table 7. The obtained results of each case study. 

Iter. 

Operation cost  Comfort level  

Error 

(kW) 

Number of cuts 

Obtained 

($/day) 

Deviation from 

optimum point (%) 

Obtained 

(%) 

Deviation 

from 

optimum 

point (%) 

Positive 

cuts 

Negative 

cuts  

Case study (1) 

1 8931.00 0 78.44 1.10 144150.7 230 170 

2 10471.90 17.25 77.93 1.75 16040.30 54 37 
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3 10783.11 20.74 77.57 2.20 1130.78 18 5 

4 10810.99 21.05 79.14 0.22 163.30 12 2 

5 10815.66 21.10 79.32 0 66.90 9 0 

6 10854.16 21.53 78.39 1.17 0 0 0 

Case study (2) 

1 8929.41 0 80.05 2.92 75140.79 161 129 

2 9431.08 5.62 80.04 2.93 23362.21 109 48 

3 9573.56 7.21 80.14 2.81 7482.10 56 14 

4 9583.94 7.33 80.07 2.90 1604.45 39 0 

5 9589.40 7.39 82.03 0.52 1492.61 36 3 

6 9593.53 7.44 82.46 0 1195.35 15 1 

7 9664.65 8.23 81.46 1.21 532.62 7 3 

8 9691.12 8.53 81.02 1.75 151.62 4 2 

9 9750.43 9.19 80.73 2.10 0 0 0 

Case study (3) 

1 10854.16 0 100 0 109612.4 170 146 

2 11007.72 1.41 99.64 0.36 28675.33 50 39 

3 11365.40 4.71 98.98 1.02 2798.40 12 9 

4 11409.96 5.12 98.72 1.28 852.51 10 3 

5 11437.25 5.37 98.68 1.32 432.22 7 11 

6 11459.97 5.58 98.61 1.39 110.62 3 1 

7 11468.40 5.66 98.58 1.42 0 0 0 

Case study (4) 

1 9750.43 0 100 0 57097.04 122 108 

2 10095.22 3.54 99.29 0.71 16774.64 68 36 

3 10181.42 4.42 99.11 0.89 5179.51 43 23 

4 10223.76 4.85 99.02 0.98 2516.33 13 11 

5 10296.37 5.60 98.95 1.05 723.18 7 6 

6 10308.65 5.73 98.87 1.13 529.11 9 5 

7 10339.66 6.04 98.81 1.19 171.44 1 7 

8 10353.82 6.19 98.76 1.24 0 0 0 
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Table 8. The obtained results of each microgrid in different case studies. 

Case (1) Case (2) 

Microgrid  

No. 
OC ($/day) 

Comfort 

index 

(%) 

Number of cuts Purchased 

energy 

(kWh) 

Sold 

energy 

(kWh) 

Microgrid  

No. 
OC ($/day) 

Comfort 

index 

(%) 

Number of cuts Purchased 

energy 

(kWh) 

Sold 

energy 

(kWh) 
Positive 

Cuts 

Negative 

Cuts 

Positive 

Cuts 

Negative 

Cuts 

1 320.62 78.62 0 0 880.61 946.47 1 420.80 71.28 21 0 1899.70 213.47 

2 60.93 76.76 72 5 0 5869.38 2 -1269.69 85.78 67 41 0 27740.92 

3 1184.59 76.76 31 30 3567.89 5889.88 3 1248.46 78.53 65 24 3516.02 5131.45 

4 4255.62 80.39 23 49 10790.29 2318.67 4 4641.50 76.76 29 38 18123.97 0 

5 226.80 78.53 2 23 816.95 6929.32 5 482.22 78.62 3 17 956.86 3447.15 

6 2931.98 76.67 34 41 5600.00 5426.45 6 2747.60 83.92 42 15 7471.34 9314.39 

7 -1881.26 80.39 51 2 0 23834.44 7 -1948.29 85.78 95 12 21.32 25552.92 

8 7.43 80.29 50 21 0 6096.59 8 -465.79 84.02 38 10 76.98 11519.18 

9 3071.02 78.62 42 24 8398.55 2431.51 9 3208.29 84.02 27 16 9836.94 1613.55 

10 676.43 76.86 18 19 2586.09 1.36 10 685.33 78.62 40 27 2942.37 0 

Case (3) Case (4) 

Microgrid  

No. 
OC ($/day) 

Comfort 

index 

(%) 

Positive 

Cuts 

Negative 

Cuts 

Purchased 

energy 

(kWh) 

Sold 

energy 

(kWh) 

Microgrid  

No. 
OC ($/day) 

Comfort 

index 

(%) 

Positive 

Cuts 

Negative 

Cuts 

Purchased 

energy 

(kWh) 

Sold 

energy 

(kWh) 

1 356.18 100 0 0 1861.36 425.56 1 367.81 100 0 0 1915.43 505.80 

2 91.40 100 72 3 0 5853.17 2 -1227.00 100 55 31 0 27884.75 

3 1239.30 96.47 28 28 3676.66 5615.80 3 1320.45 100 36 38 3236.62 4215.25 

4 4380.45 100 11 49 11046.38 1686.81 4 4714.91 100 26 29 22091.07 0 

5 366.93 96.47 7 23 1171.48 5761.10 5 432.37 96.47 10 13 1092.13 4965.08 

6 3011.17 100 16 45 5600.00 5426.45 6 2898.00 98.23 37 28 7475.44 7256.73 

7 -1830.49 96.47 32 4 0 23220.04 7 -1754.50 100.00 37 14 0 24659.02 

8 17.37 100 52 12 0 6037.37 8 -413.77 98.23 34 8 273.77 11327.56 

9 3135.20 96.47 20 24 9441.12 2236.26 9 3301.20 94.70 14 13 10716.22 1300.86 

10 700.89 100 14 21 3148.64 0 10 714.36 100 14 22 3395.86 0 
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Table 9. The obtained topology in cases 2 and 4. 

Hour 
Open Switches 

Case 2 Case 4 

1 S1,S2,S3,S4,S5,S7,S13,S14,S15 S1,S2,S3,S4,S6,S7,S9,S10,S14 

2 S1,S2,S3,S4,S5,S7,S13,S14,S15 S1,S2,S3,S4,S6,S7,S9,S10,S14 

3 S1,S2,S3,S4,S7,S10,S13,S14,S15 S1,S2,S3,S4,S6,S7,S9,S10,S14 

4 S1,S2,S3,S4,S7,S10,S13,S14,S15 S1,S2,S3,S4,S6,S7,S9,S10,S14 

5 S1,S2,S3,S4,S7,S10,S13,S14,S15 S1,S2,S3,S4,S6,S7,S8,S10,S14 

6 S1,S2,S3,S4,S5,S7,S10,S14,S15 S1,S2,S3,S4,S5,S7,S8,S13,S14 

7 S1,S2,S3,S4,S5,S7,S11,S14,S15 S1,S2,S3,S4,S5,S7,S8,S13,S14 

8 S1,S2,S3,S4,S5,S7,S11,S14,S15 S1,S2,S3,S4,S5,S7,S9,S10,S14 

9 S1,S2,S3,S4,S5,S7,S11,S14,S15 S1,S2,S3,S4,S5,S7,S9,S10,S14 

10 S1,S2,S3,S4,S5,S7,S11,S14,S15 S1,S2,S3,S4,S5,S7,S9,S10,S14 

11 S1,S2,S3,S4,S5,S7,S11,S14,S15 S1,S2,S3,S4,S7,S9,S10,S11,S14 

12 S1,S2,S3,S4,S5,S7,S11,S14,S15 S1,S2,S3,S4,S7,S9,S10,S11,S14 

13 S1,S2,S3,S4,S5,S7,S11,S14,S15 S1,S2,S3,S4,S7,S9,S10,S11,S14 

14 S1,S2,S3,S4,S5,S7,S11,S14,S15 S1,S2,S3,S4,S5,S7,S9,S11,S14 

15 S1,S2,S3,S4,S5,S7,S11,S14,S15 S1,S2,S3,S4,S5,S7,S9,S11,S14 

16 S1,S2,S3,S4,S5,S7,S11,S14,S15 S1,S2,S3,S4,S5,S7,S9,S11,S14 

17 S1,S2,S4,S5,S7,S8,S11,S12,S14 S1,S2,S4,S5,S7,S9,S11,S12,S14 

18 S1,S2,S4,S7,S9,S10,S11,S12,S14 S1,S2,S3,S4,S7,S10,S12,S14,S15 

19 S1,S2,S4,S5,S7,S10,S12,S14,S15 S1,S2,S3,S4,S7,S8,S10,S12,S14 

20 S1,S2,S4,S5,S7,S10,S12,S14,S15 S1,S2,S3,S4,S7,S8,S10,S12S14 

21 S1,S2,S4,S5,S7,S10,S12,S14,S15 S1,S2,S3,S4,S7,S8,S10,S13,S14 

22 S1,S2,S4,S5,S6,S7,S10,S14,S15 S1,S2,S3,S4,S7,S8,S10,S13,S14 

23 S1,S2,S3,S4,S8,S9,S10,S13,S14 S1,S2,S3,S4,S5,S7,S8,S10,S14 

24 S1,S2,S3,S4,S8,S9,S10,S13,S14 S1,S2,S3,S5,S7,S8,S10,S13,S14 

 

 

(a) Case 2 
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(b) Case 4 

Fig. 6. The hourly switching in cases 2 and 4. 

 

 

(a) Network topology at 10 a.m. 
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(b) Network topology at 17 p.m. 

 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



(c) Network topology at 18 p.m. 

 

(d) Network topology at 21 p.m. 

Fig. 7. Different topologies obtained for the network in case 4. 

Figs. 8a-8d illustrates the system voltage in per unit (p.u.) for different case studies through box 

plots. The allowable range of voltage variation is considered to be + or -10% (between 0.9 p.u. to 

1.1 p.u.). As these figures depict, the voltage has remained within the permitted range in all cases. 

The results, obtained in Cases 2 and 4 show that the DFR and increased local power generation 

have all led to the lower voltage drop over the initial hours, compared to Cases 1 and 3. Besides, 

the outliers in Cases 1 and 3 indicate that the voltage fluctuation is much more in comparison with 

the other two case studies. The hourly aggregated power, generated by DERs in the four case 

studies, is demonstrated in Figs. 9a and 9b. As can be observed, the amount of power, produced 

by DERs in Cases 2 and 4 is higher than Cases 1 and 3. The analysis of Fig. 9a illustrates that the 
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power generated by DERs during the operation period (24 hours) in Cases 1 and 2 are 289.326 

MW and 295.773 MW, respectively, which shows a 2.23% increase in generation due to the use 

of DFR. Besides, a closer look at Fig. 9b indicates that the power generated by DERs in Cases 3 

and 4 are 287.622 MW and 294.461 MW, respectively. Therefore, in these cases, the high effect 

of DFR on increasing the generation of DERs is proved. It should be noted that the implementation 

of DFR allows the exchange of power between microgrids in many hours in Cases 2 and 4. While 

in Cases 1 and 3, it is not possible for microgrids to transact power over some hours due to the 

topological limitations of the system. Thus, microgrids transact power only with the upstream 

network.  

  

 
(a) Case 1 
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(b) Case 2 

 
(c) Case 3 
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(d) Case 4 

Fig. 8. The voltage magnitude at each hour. 

 

 

(a) Cases 1 and 2 
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(b) Cases 3 and 4 

Fig. 9. Total power generated by DERs in different cases. 

 

Figs. 10a-10d depict the optimal scheduling of a smart home, located in microgrid 3 for the four 

case studies. As can be seen, in Cases 1 and 2, some devices are not activated in the customers' 

preferred range (presented in Table 5), while in case 3, only two appliances (electric kettle and 

toaster) are not activated in the customers' preferred range. This is due to the consumers’ comfort 

index being considered as one of the objective functions. As can be seen from Fig. 10d, the comfort 

index of the smart homes located in microgrid 3 is 100% in Case 4 and the scheduling is quite in 

accordance with the consumer’s preferences. The schedules obtained for smart homes located on 

other microgrids are presented in appendix (Figs. 12-20).  

Figs. 11a-11j depict the operating points of smart homes’ EES systems. As can be seen, the 

operating points of all systems are almost the same. According to the figures, these systems are 

charged during off-peak hours and discharged during peak hours. In general, this performance 

reduces the purchase of power during peak hours and consequently reduces the cost of electricity 

bills. 
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(a) Case 1 

 
(b) Case 2 

 
(c) Case 3 

 
(d) Case 4 

 

Fig. 10. The obtained scheduling for a smart home in microgrid 3. 

 

 
(a) EES system at node 14 

 
(b) EES system at node 20 

 
(c) EES system at node 54 

 
(d) EES system at node 42 
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(e) EES system at node 50 

 
(f) EES system at node 86 

 
(g) EES system at node 74 

 
(h) EES system at node 96 

 
(i) EES system at node 102 

 
(j) EES system at node 114 

 

Fig. 11. The operating point of EES systems located in smart homes. 

 

 

6- Conclusion 

This paper presents a two-stage stochastic MILP framework for energy management of active 

distribution systems consisting of interconnected microgrids. The network studied in this paper 

was a modified 118-bus radial distribution system consisting of 10 microgrids in which traditional 

loads and smart homes were considered. In the proposed model, DSO performed the main grid 

scheduling with observance of optimal scheduling of microgrids and with the possibility of DFR 
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implementation. Finally, the model was solved in the form of 4 case studies and the results are 

summarized as follows: 

 Microgrid scheduling problem was solved with both single-objective and two-objective 

methods and the results mirrored that the use of two-objective method despite a 5.65% 

increase in operating costs led to a significant increase in consumer’s comfort index. 

 The main grid scheduling problem was solved by considering both fixed and dynamic 

topologies and the results illustrated that automatic switching reduced the total operating 

cost by 9.71% and increased the consumer’s comfort index by about 0.2%. In addition, the 

results mirrored that automatic switching reduces the final scheduling deviation of 

microgrids from their optimal program. 

 Examination of the operating point of EES systems demonstrated that these systems were 

charged during off-peak hours when the price of electricity was cheap and discharged 

during peak hours when the price of electricity was high, thus reducing operating costs. 

Overall, the results proved that the two-level model proposed in this paper is an optimal framework 

for managing distribution systems consisting of interconnected microgrids. 
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Appendix 

The schedules obtained for the smart homes in different microgrids are provided in Figs. 12-20. 
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(a) Case 1 

 
(b) Case 2 

 
(c) Case 3 

 
(d) Case 4 

 

Fig. 12. The obtained scheduling for a smart home in microgrid 1. 

 

 
(a) Case 1 

 
(b) Case 2 

 
(c) Case 3 

 
(d) Case 4 
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Fig. 13. The obtained scheduling for a smart home in microgrid 2. 

 

 
(a) Case 1 

 
(b) Case 2 

 
(c) Case 3 

 
(d) Case 4 

 

Fig. 14. The obtained scheduling for a smart home in microgrid 4. 

 

 
(a) Case 1 

 
(b) Case 2 
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(c) Case 3 (d) Case 4 

 

Fig. 15. The obtained scheduling for a smart home in microgrid 5. 

 

 
(a) Case 1 

 
(b) Case 2 

 
(c) Case 3 

 
(d) Case 4 

 

Fig. 16. The obtained scheduling for a smart home in microgrid 6. 

 

 
(a) Case 1 

 
(b) Case 2 
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(c) Case 3 

 
(d) Case 4 

 

Fig. 17. The obtained scheduling for a smart home in microgrid 7. 

 

 
(a) Case 1 

 
(b) Case 2 

 
(c) Case 3 

 
(d) Case 4 

 

Fig. 18. The obtained scheduling for a smart home in microgrid 8. 
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(a) Case 1 (b) Case 2 

 
(c) Case 3 

 
(d) Case 4 

 

Fig. 19. The obtained scheduling for a smart home in microgrid 9. 

 

 
(a) Case 1 

 
(b) Case 2 

 
(c) Case 3 

 
(d) Case 4 

 

Fig. 20. The obtained scheduling for a smart home in microgrid 10. 
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