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Abstract—Accurate household profiles (e.g., house type, number of occupants) identification is the key to the successful 

implementation of behavioral demand response. Currently, supervised learning methods are widely adopted to identify 

household profiles using smart meter data. Such methods could achieve promising performance in the case of sufficient 

labeled data but show low accuracy if labeled data is insufficient or even unavailable. However, the acquisition of 

accurately labeled data (usually obtained by survey) is very difficult, costly, and time-consuming in practice due to various 

reasons such as privacy concerns. To this end, a semi-supervised learning approach is proposed in this paper to address 

the above issues. Firstly, 78 preliminary features reflecting the household profiles information are extracted from both 

time and frequency domain. Secondly, feature selection methods are introduced to select more relevant ones as the input 

of the identification model from the preliminary features. Thirdly, a transductive support vector machine method is 

adopted to learn the mapping relation between the input features and the output household profile identification results. 

Case study on an Irish dataset indicates that the proposed approach outperforms supervised learning methods when only 

limited labeled data is available. Furthermore, the impacts of different feature selection methods (i.e., Filter, Wrapper and 

Embedding methods) are also investigated, among which the wrapper method performs best, and the identification 

accuracy improves with the increase of data resolution. 

Keywords—Behavioral demand response; Household profile; Smart meter data; Semi-supervised learning; Feature 

selection 
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Acronyms 

ACC Accuracy 

ANN Artificial neural networks 

AUC Area under the curve of ROC 

BDR Behavioral demand response 

CNN Convolutional neural network 

DR Demand response 

DT Decision tree 

DWT Discrete wavelet transform 

FPR False positive rate 

KNN K-nearest neighbor 

LDA Linear discriminant analysis 

LR Logistic regression 

MLP Multi-layer perception 

RF Random forest 

RFE Recursive feature elimination 

ROC Receiver operating characteristic 

SVM Support vector machine 

TOU Time of use 

TPR True positive rate 

TSVM Transductive support vector machine 

WD Wavelet decomposition 

1.Introduction 

1.1 Background and motivation 

Demand response (DR) realizes the efficient utilization of massive flexible demand-side resources such as electric vehicles, 

distributed energy storages, elastic load [1,2], etc., which could achieve a similar regulation effect with the supply side in a more 

economical, fast and environmental-friendly way [3]. Therefore, DR has been widely recognized as an effective technique to 

maintain the reliability and improve the flexibility of the power system [4,5]. To meet the requirement of power grids, traditional 

DR programs encourage customers to change their normal load patterns utilizing dynamic pricing [6] or financial incentives [7]. 

In recent years, an emerging kind of DR named behavioral demand response (BDR) is receiving increasing attention. It takes 

advantages of social & behavioral science rather than economic signals as incentive to motivate customers’ reduction in electricity 

usage during the peak event period. The practice of a U.S. company named Opower has proved BDR to be effective in peak load 

reduction [8]. Specifically, Opower provides energy-saving suggestions and sends personalized home energy reports to its 

customers, in which the energy consumption information of similar neighborhoods (with similar household profiles such as similar 

home types and number of occupants) are presented [9]. Such a report provides customers with a more intuitive and comprehensive 

perception of household energy usage compared to its similar neighborhoods, which would greatly stimulate their energy-saving 

action voluntarily. Relying on this technology, Opower has helped households save 25 billion kWh of electricity by June 22, 2020 
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[10], which equals the power to top off the charge for 2.2 billion smartphones and the energy gap of flipping 6.7 million classic 

lightbulbs to LEDs. 

The information of household profiles is the basis for finding the “similar neighborhoods” in BDR. However, such household 

profile information is usually unavailable. How to accurately identify household profiles is very important for the implementation 

of BDR, which is the motivation of this paper. Formally, a household profile is composed of demographic, geographic, 

psychographic characteristics, purchase history as well as other personalized features of customers [11]. In this paper, electricity 

consumption behavior related household profiles are concentrated on, which mainly covers four categories, including dwelling 

characteristics (e.g., type of house, age of house), socio-demographic (e.g., employment situation of the householder, have 

children or not), appliances and heating (e.g., house heating, type of cooking) and attitudes towards energy (e.g., the willingness 

to reduce energy use, energy-saving efforts) [12]. The diagram of the household profiles is presented in Fig.1.  

 

Fig. 1. The diagram of the household profiles 

In the past years, the household profile information was collected through site-visiting, questionnaires, etc., which can hardly 

guarantee the authenticity of the collected information, and further causing the waste of massive manpower, material, and financial 

resources. Fortunately, smart meters have rapidly gained popularity around the world in recent years [13]. For example, it is 

reported by the U.S. Energy Information Administration (EIA), U.S. electric utilities had about 94.8 million Advanced Metering 

Infrastructure (AMI) installations by 2019, about 88% of the AMI installations were residential customer installations [14]. In the 

U.K., over 21 million smart meters were installed by the end of 2020 [15]. The widespread installation of smart meters enables 

the collection of fine-grained residential electricity consumption data [16], which contains abundant information of household 

profiles [17], thus making the identification of household profiles from smart meter data possible [18]. 

1.2 Literature review 

In recent years, a variety of methods have been proposed to identify household profiles from smart meter data, which can be 

classified into three categories: single-, hybrid- and ensemble classification methods, as is summarized in Table1. 

Single methods refer to the case where a single machine learning-based classification model is employed to identify the 

household profiles. For example, a Random Forest (RF) classification model is developed by Muhammad et al. [19] to identify 
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household profiles and is compared to other single methods including Decision Tree (DT), K-Nearest Neighbor (KNN) and 

Support Vector Machine (SVM) classifiers. Viegas et al. [20] proposed a DT method to estimate the profile labels of new 

consumers. Zhong et al. [21] extracted the features from the frequency domain by using the Discrete Fourier Transform and used 

a Classification and Regression Tree method to classify the consumers into different groups. Gajowniczek et al. [22] used Artificial 

Neural Networks (ANN), KNN and SVM to identify household profiles. In our previous work [23], SVM was introduced to 

identify the specific household profiles. Then RF, KNN and Multi-layer perception (MLP) classifiers were adopted as benchmark 

methods to compare the identification performance with the SVM classifier. 

Table 1 Summary of existing household profile identification methods 

Category Ref. Identification methods 

Single classification 

method 

[19] RF, DT KNN and SVM 

[20] DT 

[21] Classification and Regression Tree 

[22] ANN KNN and SVM 

[23] SVM, RF, KNN and MLP 

Hybrid classification 

method 

[24] eCLASS (hybrid KNN and SVM) 

[25] Hybrid multi-task supervised learning model 

[26] Joint CNN-SVM model 

[27] Federated ANN model 

Ensemble 

classification method 
[28], [29] AdaBoost 

Hybrid methods usually combine several single classification models together to identify household profiles. For example, Hopf 

et al. [24] extracted a set of features using an extended CLASS (hybrid KNN and SVM) system to infer the household profiles. 

The results indicate that the identification accuracy can be improved by the proposed hybrid model. Sun et al. [25] considered the 

joint analysis of different profiles to improve the generalization performance and predicted multiple household profiles 

simultaneously by a hybrid multi-task supervised learning model. Wang et al. [26] proposed a two-dimensional Convolutional 

Neural Network (CNN)-SVM model to automatically extract features from smart meter data and identify the household profiles. 

Recently, Wang et al. [27] proposed a new idea of using a federated learning approach for household profile identification. 

Ensemble methods combine multiple weak classifiers into a strong classifier to improve the household profile identification 

performance. For example, Albert et al. [28] utilized the AdaBoost classifier to train the features extracted from the time series 

data smart meter to identify the specific appliances and household occupancy characteristics. Similarly, Beckel et al. [29] presented 

a taxonomy of 22 features for smart meter data and applied the AdaBoost classifier to further estimate more specific household 

profiles. 

In summary, the above household profile identification methods are all supervised learning-based methods. Such methods can 

achieve promising performances when sufficient labeled training data is available, but show low accuracy if labeled samples are 

insufficient or even unavailable. However, the acquisition of labeled samples (i.e., usually obtained by survey) is usually difficult, 

costly and time-consuming in practice due to various reasons such as privacy concerns. How to reduce the labeled cost while 

maintaining the identification accuracy remains a critical technical issue to be addressed. 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



5 

 

1.3 Contributions and paper structure 

Semi-supervised learning method falls between unsupervised learning (without any labeled training data) and supervised 

learning (with completely labeled training data) methods. It serves as a promising method to identify specific load profile when a 

small amount of labeled data and enormous unlabeled data is available. Among the semi-supervised learning technique, Semi-

supervised Support Vector Machine method [30] is commonly adopted in literature and the most well-known one is the 

Transductive Support Vector Machine (TSVM) method [31]. It could not only classify the labeled samples well but also fully 

extracts useful information from the sample distribution covered by the substantial unlabeled samples, thus is expected to produce 

considerable improvement in identification performance in the case of insufficient labeled training data. In this paper, a semi-

supervised learning method based on TSVM is applied to the household profile identification process to achieve performance 

improvement when the labeled data is insufficient. The main contributions can be summarized as follows:   

(1) A TSVM-based semi-supervised learning approach is proposed to identify the households’ profiles taking advantage of both 

labeled and unlabeled smart meter data. The proposed approach can effectively improve the identification accuracy when only 

limited labelled samples are available and significantly save the cost of sample labeling. It is very useful for the large-scale 

promotion of BDR. 

(2) Numerous features reflecting households’ power consumption characteristics are extracted from both time and frequency 

domain to comprehensively distinguish each customer, among which the more representative ones are chosen as the input of the 

TSVM identification model by feature selection methods to reduce data redundancy and improve calculation efficiency.  

(3) Two case studies are conducted using a real-world dataset to illustrate the effectiveness of the proposed method. 

Furthermore, the impacts of feature selection methods and data resolution on feature identification performance are explored. 

The rest of this paper is organized as follows. Section 2 introduces the proposed semi-supervised learning-based household 

profile identification approach. Section 3 evaluated the performance of the proposed method through simulation experiments, 

followed by several potential applications of the proposed approach given in Section 4. Finally, Section 5 highlights the 

conclusions and future works. 

2. Methodology 

2.1 Data preprocessing 

The dataset is obtained from the Commission for Energy Regulation (CER) in Ireland [32] during the Smart Metering Electricity 

Customer Behavior Trials (SMECBTs) from July 14, 2009 to December 31, 2010. Over 4000 Irish residential customers 

participated in the trials with an electricity smart meter installed in their homes and they also completed comprehensively designed 

questionnaires, which mainly contain four aspects questions about the household’s dwelling profile, socio-demographic, appliance 

and heating, attitudes toward energy. 

2.1.1 Smart metering dataset 

The smart metering dataset is constituted of electricity consumption data of 4232 residential customers with the interval of 30 

min over one and a half year. The whole dataset is divided into two periods: benchmark and testing periods. The benchmark period 

is from 14th July to 31st December 2009, in which all customers are charged with a fixed electricity price. The testing period is 

from 1st January to 31st December 2010, in which some customers participate in time of use (TOU) DR program. To eliminate 
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the impact of TOU tariffs on customers’ electricity consumption habits, the data from 14th July to 31st December 2009 is selected 

for analysis. The dataset is reduced to 2991 customers after removing 1241 customers with spurious and missing data. 

2.1.2 Survey dataset 

The surveys mainly contain four aspects of information including household’s dwelling profile (e.g., dwelling type, year of 

construction), the socio-demographic data (e.g., employment or not of householder, number of occupants), the appliance and 

heating, attitudes toward energy. Every record of each customer in the survey dataset can be matched to the corresponding records 

in the smart meter dataset through the unique ID. In this research, six characteristics that can reflect the situation of the households 

are conducted in-depth analysis, since the residents' response rates to each question in the questionnaires are different, so the 

number of samples when predicting each household characteristic is different. The specific sample number will be shown in the 

case study. 

2.2 Framework  
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Fig. 2. The Framework of the proposed approach 

The framework of the proposed approach is shown in Fig.2. The proposed approach is divided into three steps. Specifically, 54 

time-domain features and 24 frequency-domain features are extracted based on the smart meter data. Three feature selection 

methods (Filter, wrapper and embedding) are used to select the significant features as the final input of the identification model. 

Meanwhile, the survey dataset is sorted out and effective information is extracted. In this paper, the final household profiles that 

are most significant to characterize the household situation of the residents are selected and the corresponding labels based on the 

answers to the questionnaire are calibrated to each household profile. Next, the selected features from smart meter data are matched 

with the six household profiles in the questionnaire through the consumer ID to form the final training samples. Finally, the 
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training samples are input into the semi-supervised learning method TSVM. The identification performance is evaluated using 

three indicators. 

2.3 Feature engineering 

2.3.1 Feature extraction 

(1) Time-domain features extraction 

Different households have different power consumption levels during weekdays, weekends and different time periods of one 

day. Based on these significant differences, 54 time-domain features are extracted to form the input vectors of the identification 

model. These features are computed using the smart meter data from July 14, 2009 to December 31, 2009. They could be divided 

into four categories:  

1) 28 consumption features (e.g., the c_total, c_max_total, c_min_weekend represent the average, maximum and minimum load 

power values for all days over almost half-year); 

2) 8 ratio features (e.g., r_mean_max represents the ratio of average load power values to the maximum load power values);  

3) 9 temporal properties (e.g., t_above_0.5kW_total represents the proportion of load power records above 0. 5kW over almost 

half-year);  

4) 9 statistical properties (e.g., s_var_total represent the variance values of load power for all days over almost half-year).  

A large number of time-domain features are extracted to guarantee the integrity of the analysis and then are selected by three 

types of feature selection methods to reduce the redundancy. 

Table 2 The extracted features 

No. Feature name No. Feature name No. Feature name 

Time-domain features Frequency-domain features 

1 c _total 28 c _min _night 55 CA1_cof_mean 

2 c _weekday 29 r_ mean _ max 56 CA1_cof_max 

3 c _weekend 30 r_ min _ mean 57 CA1_cof_min 

4 c _day 31 r_ forenoon _ noon 58 CA1_cof_var 

5 c _morning 32 r_ afternoon _noon 59 CA2_cof_mean 

6 c _forenoon 33 r _evening _noon 60 CA2_cof_max 

7 c _noon 34 r _noon _total 61 CA2_cof_min 

8 c _afternoon 35 r _night _day 62 CA2_cof_var 

9 c _evening 36 r _weekday _weekend 63 CA3_cof_mean 

10 c _night 37 t_above_0.5kW_total 64 CA3_cof_max 

11 c _max _total 38 t_above_0.5kW_weekday 65 CA3_cof_min 

12 c _max _weekday 39 t_above_0.5kW_weekend 66 CA3_cof_var 

13 c _max _weekend 40 t_above_1kW_total 67 CD1_cof_mean 

14 c _max _morning 41 t_above_1kW_weekday 68 CD1_cof_max 

15 c _max _forenoon 42 t_above_1kW_weekend 69 CD1_cof_min 

16 c _max _noon 43 t_above_2kW_total 70 CD1_cof_var 
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17 c _max _afternoon 44 t_above_2kW_weekday 71 CD2_cof_mean 

18 c _max _evening 45 t_above_2kW_weekend 72 CD2_cof_max 

19 c _max _night 46 s _var _total 73 CD2_cof_min 

20 c _min _total 47 s _var _weekday 74 CD2_cof_var 

21 c _min _weekday 48 s _var _weekend 75 CD3_cof_mean 

22 c _min _weekend 49 s _var _morning 76 CD3_cof_max 

23 c _min _morning 50 s _var _forenoon 77 CD3_cof_min 

24 c _min _forenoon 51 s _var _noon 78 CD3_cof_var 

25 c _min _noon 52 s _var _afternoon   

26 c _min _afternoon 53 s _var _evening   

27 c _min _evening 54 s _var _night   

(2) Frequency-domain features extraction 

Time-domain features could not depict the difference between fluctuation patterns of household electricity consumption, which 

presents close correlations with factors such as the number of occupants, the employment of chief income earner, etc. [33]. Hence, 

in order to capture the load profile's periodical pattern features, Discrete Wavelet Transform (DWT) is introduced to decompose 

the original smart meter data into several stationary parts (low-frequency signals) and fluctuation parts (high-frequency signals). 

The decomposed signal has better resolution performance than the original signal, which is conducive to improve the identification 

performance of the whole model. 

DWT is an effective tool for analyzing complex data sequences. Firstly, the initial electricity consumption sequence S is 

decomposed into two parts: approximate subsequences CA1 and detailed subsequences CD1. Next, the approximate subsequence 

CA1 would be further decomposed into another two parts named CA2 and CD2 at Wavelet Decomposition (WD) level 2, similarly, 

the CA2 would be decomposed into CA3 and CD3 till to CAk and CDk at WD k-level. Practically, the three-level DWT is used 

to decompose the daily average electricity consumption curve of each household into three approximate components (CA1, CA2 

and CA3) and three detailed components (CD1, CD2 and CD3). The average, maximum, minimum and variance features of each 

decomposed component are calculated by the analysis, a total of 24 features for each household are presented in the frequency-

domain features of Table 2. 

2.3.2 Feature selection 

The purpose of feature selection is to find out the features with more discernibility to the classification results. In this paper, in 

order to explore the impact of different feature selection methods on the performance of household profile recognition, three types 

of feature selection methods (filter, wrapper, embedded) are adopted to select the most significant (i.e., most relevant) features 

respectively. 

(1) Filter 

Filter feature selection method directly selects the final feature subset according to the relationship between features and target 

labels, which is unconcerned with the final construction of the identification model. In this work, the variance discrimination 

method is adopted, and the variance threshold is set to K to exclude the features whose variance is lower than the threshold. Then 
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the Pearson correlation coefficients of the remaining features with respect to a given label are calculated and the R most significant 

(i.e., most relevant) features are selected.  

(2) Wrapper 

Different from the filter method, the feature subset selected by the wrapper method not only considers the classification model 

performance, but also greatly minimizes the redundancy between selected features. The wrapper method usually includes three 

steps: 1) the possibly best feature subsets are generated using the heuristic optimal search algorithm; 2) the feature subsets 

generated by the search algorithm are further evaluated through the performance of the classification model; 3) the ranking of the 

features in the top R by the performance evaluation of the classification model are selected as the final inputs of the subsequent 

model. 

In this paper, the Recursive Feature Elimination (RFE) method is adopted using the Logistic Regression (LR)-based model. 

Firstly, a weight is assigned to each feature in the initial training. Secondly, the LR model is used to predict the classification 

labels. Then the predicted classification labels are compared with the true labels to get the identification error. The weights of 

features are updated according to errors constantly and the feature with the smallest absolute value weight is eliminated in each 

round. Repeat this step until the required number of features is reached. Finally, the features with the top R weights are selected 

as inputs of the classification model.  

(3) Embedding 

Embedding methods aim to reduce the computation time taken up for reclassifying different subsets which are done in wrapper 

methods. The main approach is to incorporate feature selection as a part of the training process of the classifier. 

In this work, the RF algorithm is used to score the original features and the R most significant (i.e. most relevant) features are 

selected. The bootstrap technology is applied to the smart meter data set, K new random self-sample sets with the same size as the 

original sample are randomly selected and the K classification and regression trees are constructed. The unselected samples are 

marked as K out-of-bag samples (OOB) at each time. The importance of a feature is measured by the classification accuracy based 

on the OOB samples, which is defined as the average reduction of the classification accuracy before and after slightly perturbing 

the feature values of OOB dataset. 

2.4 Transductive support vector machine method 

Specifically, given a labeled sample set       1 1 2 2, , , , ..., ,l l lD x y x y x y , where l  represents the number of labeled 

samples,  1, 1iy    . The set of unlabeled samples is       1 2, , ...,u l l l uD x x x   , where u  represents the number of 

unlabeled samples, l u , l u m  . The labeled and unlabeled data are represented using L and U respectively. In this paper, the 

transductive problem of finding the labels for U is explored. 

The differences between SVM and TSVM are presented in Fig.3. Fig.3 (a) shows a completely labeled dataset. The linear 

decision boundary is established by SVM, the two dotted lines go through the nearest positive and negative instances. The distance 

d1 is called the geometric margin and maximized by the learning of SVM and the labeled samples can be well classified. In Fig.3 

(b), the green dots represent massive unlabeled samples. Though the margin d2 is smaller than d1, the classification hyperplane 

not only classifies the labeled samples well but also makes full use of the sample distribution information covered by the substantial 

unlabeled samples. Compared to the classification established only by a few labeled samples, its identification performance has 

been improved. 
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d1

  

(a) SVM decision boundary                                (b) TSVM decision boundary 

Fig. 3. (a) With only labeled samples, the linear decision boundary that maximizes the distance to any labeled instance is shown 

in solid line. Its associated margin is shown in dashed lines. (b) The green dots represent the additional unlabeled samples, under 

the assumption that the classes are well-separated, the decision boundary seeks a gap in unlabeled sample. 

The learning goal of TSVM is to make predictive labels for unlabeled samples in uD ,  +1 +2 +uˆ ˆ ˆ ˆ= , ,...,l l ly y y y ,  ˆ 1, 1iy    . 

The process of finding the optimal classification hyperplane can be formulated as the following optimization problem. 

2

2ˆ, , ,
1 1

1
min

2

l m

l i u i
w b y

i i l

w C C


 
  

    (1) 

  1 , 1, 2, ...,T
i i iy w x b i l     (2) 

 ˆ 1 , 1, 2,...,T
i i iy w x b i l l m       (3) 

0, 1, 2,...i i m    (4) 

where lC  and uC  represent the weight of labeled samples and unlabeled samples respectively. w  is normal vector, b is 

displacement term. ( , )w b  represents the partition hyperplane.   is tension vector. ( 1, 2,..., )i i l   corresponds to the labeled 

sample, ( 1, 2,..., )i i l l m     corresponds to the unlabeled sample. 

Firstly, a SVM model is trained using labeled samples, ignoring the terms and constraints of uD  and ŷ  in the optimization 

function. The SVM model trained only using the labeled data is then adopted for temporary label assignment to unlabeled samples, 

and the predicted results of the SVM are given as pseudo-labels to the unlabeled sample. Currently ŷ is the known data, and it is 

brought into the constraint function to obtain the standard SVM model, so the new classification hyperplane and slack vector can 

be obtained. Secondly, the labels of unlabeled samples at this time are inaccurate, so set the value uC  smaller than lC  that the 

labeled samples take up more weight. Next, if a pair of positive and negative samples near the classification boundary could be 

found such that an exchange of their temporary labels decreases the objective function value in Eq. (2)-(4), their classification 

labels will be exchanged and the classifier retraining. Repeat this step continually to adjust the label assignments. Gradually 

increase the impact of unlabeled samples on the optimization goal until =u lC C . Finally, the optimal classification hyperplane is 

solved and the identification model is obtained. The pseudo-code of the TSVM algorithm is shown in Appendix A. 
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3 Case study 

In this section, the performance of the proposed method is tested and evaluated through simulation experiments, the simulation 

results are analyzed and the factors that may affect the performance of the proposed approach are discussed. 

3.1 Experimental setup 

According to the survey dataset and previous study, six household profiles (1#Employment, 2#Residents, 3#House-type, 

4#Occupancy, 5#Cooking-type and 6# Children) are finally selected for identification. The No. of output, names, descriptions, 

label definitions and sample quantities are shown in Table 4. 

Table 4 The household profiles description and classification definition 

No. of profile Profile name Description Classes Label No. of samples 

1 Employment 
Employment of the chief 

income earner 

Employed 1 1423 

Not employed 2 1026 

2 Residents Number of residents 
≤2 1 1321 

>2 2 1128 

3 House-type Type of house 
detached or bungalow 1 1299 

semi-detached or terraced 2 1104 

4 Occupancy 
The Occupancy time more than 

6h per day 

Yes 1 1619 

No 2 345 

5 Cooking-type Type of cooking facility 
Electrical 1 1712 

Not electrical 2 737 

6 Children Have children or not 
Yes 1 1964 

No 2 485 

3.2 Performance evaluation 

3.2.1 Accuracy (ACC) 

For a classification problem with Q classes, a Q × Q confusion matrix B can be obtained, where 
,q nB  denotes the number of 

samples of class q classified into class n. If q = n, then 
,q nB  denotes the number of samples that are correctly classified, and vice 

versa. Thus, the ACC can be calculated as Eq. (5). 

,

1

,

1 1

Q

q q

q

Q Q

q n

q n

B

ACC

B



 







 (5) 

3.2.2 F1-score 

For a binary classification problem, the sample labels obtained by the classifiers are compared with the real sample labels, then 

a confusion matrix can be established, the structure is shown in Table 3. 
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Table 3 Binary classification confusion matrix 

 True Positive True Negative 

Predicted Positive TP FP 

Predicted Negative FN TN 

 

TP, FN, FP, and TN represent the number of samples that are correctly predicted as positive, incorrectly predicted as negative, 

incorrectly predicted as positive, and correctly predicted as negative. Based on these four indices, the F1-score can be defined by 

Eq. (6) to evaluate the performance on the imbalanced label dataset. 

2

+

Presicion Recall
F1- Score =

Presicion Recall

 
 (6) 

Among them: 

TP
Precision

TP FP



 (7) 

TP
Recall

TP FN



 (8) 

F1-Score is a comprehensive evaluation metric that reflects the precision and recall of the identification models. The value of 

F1-Score is between 0 and 1. The closer F1-Score is to 1, the better the identification model is. 

3.2.3 Area under the receiver operating characteristic (AUC) 

The performance of the identification model can also be evaluated by the Receiver Operating Characteristic (ROC) curves, it is 

a comprehensive indicator to reflect sensitivity and specificity characteristics. The horizontal axis of the ROC curve is FPR = FP 

/ (FP + TN), the vertical axis of the ROC curve is TPR = TP / (TP + FN). 

The area under the ROC curve is used as an indicator to evaluate the performance of the classifier. The meaning of AUC is: 

1) AUC is a value between 0 and 1; 

2) The larger the AUC value, the higher the correct rate and the better the classifier performance. 

3.3 Results 

In this section, two cases are performed to verify the effectiveness of the proposed approach. In each case, four well-known 

supervised learning methods (i.e., KNN, RF, SVM and MLP) are used as benchmarks for performance comparison. To make the 

result more reliable, 10-fold cross validation is conducted for each method. 

3.3.1 Case1 

Since the labeled data is difficult to obtain in practice, thus in case 1, the number of available labeled samples is assumed to be 

5% of the total number of samples. That is, only 5% labeled samples could be utilized to train the semi-supervised learning model 

and supervised learning models respectively and the identification results of household profiles are compared. In this case, 20 

most significant features are selected for feature selection using the wrapper method, after that, the values of ACC, F1-Score and 

AUC are calculated for each household profile to evaluate the performance. The obtained results are compared in Table 5.  
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Table 5 The comparison results between the semi-supervised learning and supervised learning method (The same number of 

labeled samples) 

a The best indexes values 

b The improvements of TSVM over the best performer among the other supervised learning methods 

In terms of the basic results of the TSVM model presented in Table 5, among these six household profiles, the ACCs of 

2#(Residents), 4#(Occupancy), 5#(Cooking-type) and 6#(Children) are higher than 75%. The ACCs of the remaining household 

profiles are between 60% and 70%. Note that the ACCs of all the household profiles predicted in this paper are higher than 60%, 

which verifies the effectiveness of the proposed approach. Clearly, the occupied time and whether having children or not has a 

great influence on the daily life of consumers and significantly affects the load profiles. The 5#(Cooking-type) directly determines 

the electricity consumption, it is easy to identify this factor from the smart meter data. Compared to other profiles, the 3#(House-

type) has a relatively weak impact on the behavior of residential electricity consumption. The average ACCs, F1-scores and AUCs 

of these household profiles are 0.753, 0.781 and 0.757, respectively. 

The improvement percentage of TSVM over the best performer among the other supervised learning methods are presented in 

bold. The TSVM has the most significant improvement over the best performer among the other supervised learning methods for 

the 4#(Occupancy) household profile in terms of the ACC and AUC values, and for the 3#(House-type) in terms of the F1-Scores. 

For each household profile, it can be clearly observed that the ACCs F1-Scores and AUCs of TSVM are improved obviously 

compared with other supervised learning methods which due to the TSVM has a stronger ability to capture potential information 

of a large number of unlabeled smart meter data. Semi-supervised learning method not only considers the class information 

Household profiles Evaluation indexes SVM KNN RF MLP TSVM Improvement 

1#Employment 

ACC 0.654 0.625 0.68 0.647 0.700a 2.94%b 

F1-Score 0.533 0.457 0.575 0.582 0.664 14.09% 

AUC 0.696 0.554 0.626 0.64 0.735 5.60% 

2#Residents 

ACC 0.745 0.72 0.745 0.748 0.752 0.53% 

F1-Score 0.759 0.764 0.766 0.682 0.784 2.34% 

AUC 0.805 0.724 0.714 0.659 0.823 2.24% 

3#House-type 

ACC 0.598 0.586 0.591 0.617 0.625 1.30% 

F1-Score 0.602 0.588 0.553 0.558 0.671 11.46% 

AUC 0.612 0.567 0.564 0.552 0.668 9.15% 

4#Occupancy 

ACC 0.826 0.822 0.815 0.82 0.857 3.75% 

F1-Score 0.905 0.885 0.824 0.855 0.912 0.77% 

AUC 0.579 0.543 0.537 0.513 0.681 17.62% 

5#Cooking-type 

ACC 0.739 0.700 0.721 0.689 0.764 3.38% 

F1-Score 0.822 0.804 0.779 0.751 0.834 1.46% 

AUC 0.686 0.689 0.641 0.671 0.746 8.27% 

6#Children 

ACC 0.790 0.778 0.805 0.754 0.819 1.74% 

F1-Score 0.787 0.777 0.786 0.766 0.821 4.32% 

AUC 0.848 0.782 0.783 0.742 0.886 4.48% 
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covered by the labeled samples, but also makes better use of the distribution regularity of massive unlabeled samples, which 

demonstrates competitive results of semi-supervised learning methods only with 5% labeled samples. 

3.3.2 Case2 

In order to further verify the performance of the proposed approach, we compare the identification performance of the semi-

supervised learning model with a limited number of labeled samples and the supervised learning models with a large number of 

labeled samples. The rate of labeled samples used for training is set to 5% and 50% for the proposed approach and the benchmark 

methods, respectively. Similarly, the wrapper method is chosen for feature selection and the 20 most significant features are 

selected. The comparison results of ACC, F1-Score and AUC are presented in Table 6. 

Table 6 The comparison of identification results between semi-supervised learning and supervised learning 

a The best indexes values are displayed in bold 

The results in Table 6 presents that except for the profile of 2#(Residents), the TSVM shows better identification accuracy than 

other supervised learning methods for other profiles. For 2#(Residents), the ACC and AUC values of TSVM with 5% labeled 

samples are slightly lower than the supervised learning model with 50% labeled samples, but the difference is not significant. All 

the classifiers show good performance for 2#(Residents). In terms of F1 score values, for each household profile, the semi-

supervised learning method outperforms the other four supervised learning methods. To sum up, only 10 times fewer labeled 

samples are needed for the semi-supervised learning method to achieve similar or even better identification accuracy than 

Household profiles Evaluation indexes SVM KNN RF MLP TSVM 

1#Employment 

ACC 0.688 0.685 0.693 0.699 0.700a 

F1-Score 0.585 0.575 0.62 0.642 0.664 

AUC 0.731 0.667 0.676 0.713 0.735 

2#Residents 

ACC 0.750 0.740 0.755 0.770 0.752 

F1-Score 0.766 0.755 0.778 0.782 0.784 

AUC 0.829 0.749 0.751 0.748 0.823 

3#House-type 

ACC 0.603 0.601 0.616 0.620 0.625 

F1-Score 0.662 0.603 0.65 0.667 0.671 

AUC 0.642 0.561 0.599 0.650 0.668 

4#Occupancy 

ACC 0.841 0.833 0.839 0.851 0.857 

F1-Score 0.909 0.894 0.887 0.892 0.912 

AUC 0.677 0.526 0.54 0.599 0.681 

5#Cooking-type 

ACC 0.743 0.713 0.763 0.753 0.764 

F1-Score 0.824 0.821 0.825 0.826 0.834 

AUC 0.744 0.621 0.621 0.671 0.746 

6#Children 

ACC 0.817 0.803 0.813 0.814 0.819 

F1-Score 0.809 0.802 0.818 0.809 0.821 

AUC 0.870 0.796 0.814 0.812 0.886 
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supervised learning methods, which means the proposed method can maintain the identification accuracy while significantly 

reduce the cost of sample labeling. 

3.4 Discussion 

The impact of two factors on the identification performance of the proposed approach is explored in this section. These two 

factors are: 1) feature selection methods; 2) the resolution of smart meter data. 

3.4.1 The impact of the feature selection method 

To investigate the impact of feature selection methods on the performance of the proposed TSVM approach, three feature 

selection methods (filter, wrapper and embedding) are adopted to select the 20 most significant features respectively from the 

original feature set. The ACC values of identification results are calculated for each feature selection method. The proportion of 

labeled samples is set to 5%. The comparison results are shown in Fig. 4. 

 

Fig. 4. The comparison results of ACC values using different feature selection methods. 

It can be seen from Fig.4 that the wrapper method presents better performance than other two feature selection methods for all 

household profiles, while filter and embedding methods show inferior performance. The reasons can be explained as follows. 

Filter methods select features via univariate statistics, the feature selection process is separately performed with the learning model 

construction and the combination effect of features are not considered. Differently, wrapper methods evaluate all possible 

combinations of the features and select the combination that produces the best result for a specific machine learning algorithm. 

Therefore, wrapper methods could typically achieve better performance than filter methods, but at the same time it would lead to 

more heavy computational burden. Similar to wrapper methods, embedding methods complete the feature selection process within 

the construction of machine learning algorithm itself. In this case, we find that wrapper methods are more suitable for household 

profile identification. 

3.4.2 The impact of the smart meter data resolution 

In order to explore the impact of smart meter data resolution on the performance of the proposed approach, the data resolution 

is set to change from 0.5h to 2h with the interval of 0.5h. The rate of labeled samples is set to 10% and the wrapper method is 

chosen for feature selection. The ACC values for different smart meter data resolutions are shown in Fig. 5.  
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Fig. 5. The comparison of ACC values under different data resolutions 

It can be observed that for all household profiles to be identified, the ACC achieves the highest value when the data resolution 

is 0.5h. The ACC values decrease gradually with the increase of the data acquisition interval (from 1h, 1.5h to 2h). Namely, 

enhancing data resolution can improve the identification accuracy. This is because that more fine-grained information can be 

collected with the increase of data resolution, which makes the information used to identify the household profiles richer, thus 

improving the identification accuracy. 

At the same time, it is also observed that different household profiles show different sensitivities to the smart meter data 

resolution. For the 1#(Employment), 2#(Residents), 3#(House-type) and 5#(Cooking-type), the proposed approach exhibits 

similar ACC values under different data resolutions, which indicates these profiles are less sensitive to the data resolution. While 

the data resolution has a greater impact on 4#(Occupancy) and 6#(Children). With the increase of data resolution, the identification 

accuracy increases faster. This phenomenon indicates that these two household profiles are more sensitive to the smart meter data 

resolution. 

4. Potential applications 

In addition to the application in BDR, household profile identification results can also benefit multi-stakeholders including 

utilities, DR aggregators, households, and policymakers. Several potential applications are discussed as follows. 

For utilities, knowing the household profiles of customers is beneficial for them to optimize energy efficiency programs. For 

example, it is reported from previous studies that some household profiles (e.g., dwelling types, number of occupants, energy 

consumption attitudes) show strong correlations with the peak load reduction in TOU program [34]. Therefore, with the knowledge 

of household profiles, suitable customers who have the potential for peak load shaving in TOU program can be found [35]. The 

targeted services such as new tailor-made tariff schemes can be provided to match customers’ specific lifestyles [36]. Additionally, 

incorporating the household profiles into load forecasting/estimation model could help to improve the accuracy of load forecasting 

since it is quite important for load dispatching, unit commitment, maintenance planning and energy exchange decisions. 

For DR aggregators, household profiles information enables aggregators to know their customers better [37], which can serve 

as additional informative features to improve clustering, forecasting and optimization tasks in aggregators’ daily business, such 
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as load pattern clustering [38], baseline load estimation [39, 40], DR capacity forecasting [41], optimal bidding and scheduling 

strategies [42-45], thus enhancing the market competitiveness. 

For households, they could receive increasing benefits from the tailored services provides by different companies, who could 

grasp deep insight into the households’ characteristic through the profile identification method [46]. For example, the social 

interaction-based electricity reduction program can be provided to specific customer groups showing similar household profiles, 

which can make efficiency-related topics more interesting and therefore increase customer engagement. These services will not 

only effectively improve residential customers' self-consciousness of energy-saving, get rid of bad electricity consumption habits 

and reduce customers’ electricity bills [47] but also can reduce the carbon emission [48]. 

For policymakers, knowing the household profiles helps them better understand the energy consumption habits [49], so as to 

better recognize where do the impacts of electricity consumption come from and then figure out how to formulate new policies to 

influence and guide (through legislative bans or financial incentives or disincentives) people into desired paths of using electricity 

more efficiently and friendly [50]. 

5. Conclusions  

In this paper, a semi-supervised learning-based approach is proposed to identify the household profiles from smart meter data. 

78 features are extracted from both time and frequency domain. Three feature selection methods are used to select the most relevant 

features. Case studies using the real-world data from Ireland are performed to verify the effectiveness of the proposed approach. 

Finally, the impacts of two factors on the performance of the proposed approach are also explored. The main findings are listed as 

follows: 

(1) The proposed semi-supervised learning approach significantly outperforms the well-known supervised learning methods in 

the case of limited labeled samples. What’s more, when the proportion of labeled samples trained by supervised learning method 

is set to 10 times of semi-supervised learning method, the results show strong advantages over other supervised learning methods. 

(2) In terms of feature selection methods, the wrapper method has more advantages than the filter and embedding methods for 

all household profiles.  

(3) The higher the collection resolution (from 2h, 1.5h, 1h to 0.5h) of smart meter data is, the better the identification 

performance of the household profiles becomes. 

The future works are listed as follows: 

(1) Testing the semi-supervised approach on more datasets and exploring the applicability of semi-supervised learning method 

to identify household profiles on resident consumers in different countries, regions or even cities. 

(2) More advanced semi-supervised learning methods such as Generative Adversarial Networks (GAN) will be investigated to 

further improve the identification performance. 

(3) The household profiles are identified separately in this paper. A joint household profile identification model will be 

investigated in our future work. 
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Appendix A 

Algorithm: The pseudo-code of TSVM  

Input: Labeled sample set       1 1 2 2, , , , ..., ,l l lD x y x y x y ; 

          Unlabeled sample set       1 2, , ...,u l l l uD x x x   ; 

          The weight of labeled sample set lC , the weight of unlabeled sample set uC . 

1: A initial SVM model is trained by the       1 1 2 2, , , , ..., ,l l lD x y x y x y ; 

2: Classify the unlabeled samples in the set       1 2, , ...,u l l l uD x x x   , get pseudo-labels  +1 +2 +uˆ ˆ ˆ ˆ= , ,...,l l ly y y y ; 

3: Initialize u lC C ; 

4: while u lC C  do     

5:       Calculate  ,w b ,  with the known lD , uD , ŷ , lC , uC  according to the formulas (1), (2), (3), (4); 

6:       while       ˆ ˆ, | 0 0 2i j i i ji j y y           do // Adjust the labels assignment  

7:             ˆ ˆ=i iy y ; 

8:             ˆ ˆ=j jy y ; 

9:             Calculate  ,w b ,   again; 

10:      end while 

11:       = min 2 ,u u lC C C // Gradually increase the value of uC ; 

12: end while 

Output: The final classification results of unlabeled samples:  +1 +2 +uˆ ˆ ˆ ˆ= , ,...,l l ly y y y . 
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