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Abstract— In this paper, a hybrid machine learning model is1

applied to evaluate the relationship between random initial states2

and the power system’s vulnerability to cascading outages. A cas-3

cading outage simulator (CS), which uses off-line AC power flows,4

is proposed for generating training data. The initial states are5

randomly selected and the CS model is deployed for each initial6

state, where power system generation and loads are adjusted7

dynamically and power flows are redistributed to quantify the8

vulnerability metric. Furthermore, the proposed hybrid machine9

learning model deploys a combined Support Vector Machine10

(SVM) classification and Gradient Boosting Regression (GBR) to11

improve the learning precision. The classification model is trained12

by SVM, which divides the data into two categories with and13

without load shedding. Then, GBR is adopted only for the data14

with load shedding to determine the relationship between input15

power outage states and the vulnerability metric. The proposed16

vulnerability analysis approach is applied to several test systems17

and the results are analyzed.18

Note to Practitioners—The power system vulnerability can be19

quantified by cascading outage simulations. However, there are20

two challenges: i) there are a huge number of possible initial21

states and we cannot enumerate all these initial states for the22

cascading outage simulation. Neither can we precisely quantify23

the bus vulnerability. ii) The cascading outage simulation may24

be time-consuming for large-scale power systems, which is25

Manuscript received 30 January 2022; revised 24 April 2022 and
29 July 2022; accepted 23 August 2022. This article was recommended
for publication by Associate Editor M. Franceschelli and Editor Q. Zhao
upon evaluation of the reviewers’ comments. This work was supported in
part by the National Natural Science Foundation of China under Grant
51977166, in part by the Natural Science Foundation of Shaanxi Province
under Grant 2022JC-19, and in part by the Science and Technological
Project of Northwest Branch of State Grid Corporation of China under Grant
SGNW0000DKQT2100172. (Corresponding author: Tao Ding.)

Hongji Zhang and Tao Ding are with the School of Electrical Engi-
neering, Xi’an Jiaotong University, Xi’an, Shaanxi 710049, China (e-mail:
tding15@mail.xjtu.edu.cn).

Junjian Qi is with the Department of Electrical and Computer Engineering,
Stevens Institute of Technology, Hoboken, NJ 07030 USA.

Wei Wei is with the Department of Electrical Engineering, Tsinghua
University, Beijing 100084, China.

João P. S. Catalão is with the Faculty of Engineering, University of Porto
(FEUP), 4099-002 Porto, Portugal, and also with INESC TEC, 4200-465
Porto, Portugal.

Mohammad Shahidehpour is with the Department of Electrical and Com-
puter Engineering, Illinois Institute of Technology, Chicago, IL 60616 USA.

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TASE.2022.3204273.

Digital Object Identifier 10.1109/TASE.2022.3204273

challenging for the online application. To address the above 26

challenges, we expect to design a machine learning technique to 27

predict the power system vulnerability, which can train the model 28

in an offline way and then use it for the online application. Firstly, 29

since there is not enough operation data from practical power 30

systems, we develop a cascading outage simulator, using off-line 31

AC power flows, for generating synthetic training data. Secondly, 32

we observe that the training precision by directly applying the 33

regression model may be very poor because the output of the 34

machine learning model may take on an uneven distribution 35

concerning input parameters. Thus, we propose a hybrid machine 36

learning model with a combined classification and regression 37

method, where the classification model is employed to remove 38

the data without the load shedding, and the regression model 39

then determines the relationship between input power outage 40

states and the vulnerability metric. The proposed model and 41

method have been tested on several systems including a practical 42

large-scale Polish power system to show the effectiveness. 43

Index Terms— Machine learning, cascading outages, vulnera- 44

bility analysis, gradient boosting regression. 45

NOMENCLATURE 46

A. Indices and Sets 47

t Index for time intervals
i, j Index for buses
g Index for generators
l Index for power loads
d Index for islands
n,p Index for training data
m Index for test data
k Index for iterations in GBR
B Set of the buses
L Set of the transmission
G Set of the generators
D Set of the islands

48

B. Parameter and Constants 49

r The ramp rate of generators
�t The time interval for generation output ramping

Ure f
0 The voltage magnitude at the reference bus.

θ
re f
0 The voltage angle at the reference bus.

wi The weight of the load shedding for load bus i
50
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nl,i The allowable power factor at the load bus i
Umin

i (t) The lower bound of voltage magnitude at bus i
Umax

i (t) The upper bound of voltage magnitude at bus i
Fmax

i j (t) The transferred power limit on the line ij.
P0

L ,i The initial active power load at bus i .
Nb Number of buses
Ntrain Number of training data
Ns Number of training data with load shedding
Ntest Number of test data
ω, b The parameters of the hyperplane in SVM
γ The nonnegative parameter in the kernel

function in SVM
C The parameter that controls the tightness of

margin in SVM
M The number of regression trees in GBR
μ The learning rate for GBR

51

C. Functions and Variables52

Pg,i (t) The active power generation at bus i and
time t

Pl,i (t) The active power load at bus i and time t
Qg,i (t) The reactive power generation at bus i and

time t
Ql,i (t) The reactive power load at bus i and time t
Ui (t) The voltage magnitude of bus i at time t
θi (t) The voltage angle of bus i at time t
Pg,0(t) The generation output at the reference bus

and time t
P∗

g,0(t) The active power flow solution at the refer-
ence bus

T sp
d The duration of generator ramping

T sp
min The minimum time of T sp

d
Ps

l,i (t) The active load power at bus i after the load
shedding

Qs
l,i (t) The reactive load power at bus i after the

load shedding
Fij (t) The power flow on the transmission line ij
P∞

l,i The final active power load at bus i .
xn The n-th set of input data for generator

output and load level
zn The n-th classification label referring to

whether the load shedding happens
yn The n-th regression label for LOSS
K The kernel function for SVM
ϕ(x) The feature space for SVM
fk(xn) The model of k-th regression tree in GBR
L The loss function in GBR
rk,n The negative gradient for the k-th tree in

GBR
hk(xn , ak) The parameterized function for the k-th tree

in GBR
βk The steepest descent direction of k-th regres-

sion tree in GBR
53

I. INTRODUCTION54

RESILIENCE and vulnerability analysis for power sys-55

tems is critical for system operation and dispatch. There56

are many methods for vulnerability assessment of the power57

system, such as the Monte Carlo simulation method, transient58

analysis method, and cascading outage simulation (CS) meth- 59

ods [1], [2]. Particularly, the CS method is considered an effec- 60

tive tool for tracking fault propagation and analyzing the power 61

system vulnerability to such incidents. Recent years have wit- 62

nessed several blackouts in electric power systems worldwide, 63

with substantial socioeconomic impacts. Many of these black- 64

outs were caused by local faults which then propagated by 65

triggering cascading outages in multiple geographical regions. 66

The mainstream of CS includes applications of the complex 67

network theory to power flow analysis. The complex network 68

theory treats a power system as a model with a large number 69

of components, considers interactions among corresponding 70

components, and analyzes its critical characteristics in regard 71

to cascading outages. In addition, the power flow analysis 72

method divides the continuous fault process into several stages 73

and calculates the power flow recursively to find the over- 74

loaded lines. However, most of these power flow-based CSs 75

only focus on the power flow redistribution, while lacking 76

comprehensive consideration for generation adjustment and 77

load shedding strategies. It results in a large error for the final 78

vulnerability evaluation results compared with practical cases. 79

Moreover, when some extreme events come, the operating 80

states of the power system (i.e., generator output and load 81

levels) may change before the cascading outage occurs. In dif- 82

ferent operating states, the locations of the vulnerable parts for 83

power systems are different [3]. It is very time-consuming and 84

impractical to conduct CS for all possible initial boundary con- 85

ditions in online applications. Therefore, we need to quickly 86

evaluate the vulnerability of system components in a stochastic 87

initial state before cascading outages. In this way, the oper- 88

ators can give priority to protecting and strengthening these 89

vulnerable critical components according to the prediction 90

results. To solve this problem, machine learning methods can 91

be employed to analyze the impacts of uncertainties on CS. 92

At present, machine learning methods have been success- 93

fully applied to power system studies, which mainly include 94

deep learning, reinforcement learning, neural networks, etc. 95

These methods were used to predict load curves [4], [5], 96

distributed generation forecasting [6], [7], fault diagnosis [8], 97

[9] energy management [10], [11]. Many of these practical 98

applications of machine learning methods can be modeled 99

as classification and regression problems. For these machine 100

learning algorithms, we can train the model in an offline way 101

and then use it for the online application. 102

However, few studies characterized the relationship between 103

random initial states and the vulnerability under CS. Besides, 104

there are two challenges: i) there are a huge number of possible 105

initial states and we cannot enumerate all these initial states 106

for the CS simulation. Neither can we precisely quantify 107

the bus vulnerability. Thus, we expect to use the machine 108

learning technique to predict the vulnerability of the power 109

system according to the input characteristics (i.e., uncertain 110

generator output and load level); ii) The CS simulation may 111

be time-consuming for large-scale power systems, which is 112

challenging for the online application. In contrast, the machine 113

learning method can be employed to solve these challenges. 114

Among these state-of-the-art machine learning methods, 115

Support Vector Machine (SVM) was developed in many 116

studies to provide a reliable solution with a large number 117
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of features for binary classification problems. Compared with118

other advanced classification algorithms, SVM algorithm usu-119

ally has a shorter training time and higher efficiency due120

to its simple structure under the same prediction accuracy121

requirements [12], [13]. Besides, with the development of122

some advanced ensemble learning algorithms, Gradient Boost-123

ing Regression (GBR) algorithm was widely used in various124

data analyses of power systems and has been proved to125

be more effective than other traditional machine learning126

algorithms [14].127

Moreover, we have observed that the training precision by128

directly applying the regression model is very poor due to the129

following two reasons: 1) The number of features (i.e., bus130

generation and load states) is generally high. Therefore, the131

accuracy may suffer due to the over-fitting problem when con-132

sidering a limited number of available training data. 2) Many133

initial states will not lead to load shedding. Therefore, the134

output of the machine learning model may take on an uneven135

distribution concerning input parameters. To address the above136

challenges, we propose a hybrid machine learning model137

with a combined classification and regression method. SVM138

algorithm is effectively employed for the classification with139

and without load shedding categories under multidimensional140

features. Then GBR regression prediction is carried out for the141

data with load shedding. The main contributions of this paper142

are summarized as follows:143

(i) A CS is proposed based on off-line AC power flows144

for the vulnerability analysis of each bus, which divides145

the outage propagation process into multiple cascading146

outage events (CEs). Meanwhile, the initial states are147

randomly selected and the CS model is deployed for148

each initial state to generate CS samples. Using CS,149

power generation and loads are adjusted and power flows150

are redistributed dynamically to mitigate any power151

imbalances and quantify the vulnerability metric.152

(ii) A hybrid machine learning model with the combined153

classification and regression methods is proposed for bus154

vulnerability analyses considering random initial states.155

Here, the classification method is chosen by SVM, and156

the regression method is chosen by GBR. A sequential157

strategy is proposed in which the training data are clas-158

sified into with and without load shedding categories.159

Then, a regression model is applied for training with160

load shedding data to predict the vulnerability metric in161

random initial states.162

The rest of the paper can be summarized as follows.163

In Section II, we review the related work. Section III pro-164

vides the details of the vulnerability analysis of cascading165

outages where the simulation strategy for cascading outages166

is proposed. Section IV designs a combined classification and167

regression machine learning model for analyzing the impact of168

stochastic inputs on vulnerability. Simulation results based on169

CS and machine learning strategy are presented in Section V.170

Section V has drawn the conclusions of this paper.171

II. RELATED WORK172

Based on the complex network theory, [15] proposed a173

cascading outage model that concerned electrical load char-174

acteristics. The result showed that the proposed model could175

analyze network vulnerabilities more effectively. In [16], the 176

Galton-Watson branching process method was introduced in 177

CS to estimate the cascading outage process and the cor- 178

responding blackout size. A Lagrange-Good inversion-based 179

multi-type branching process method was proposed in [17] to 180

quantify the blackout propagation and analyze the interdepen- 181

dencies among different infrastructure systems. 182

In addition, power flow-based methods are also widely used 183

for CS analysis. Ref. [18] formulates an optimal power flow 184

problem for the cases of single and multiple generator failures 185

is addressed as an example, which could accurately capture the 186

outage propagation. DC power flow was used in [19] for CS 187

due to its efficiency and simplicity. Besides, [20] quantified the 188

interdependence of power and communication networks by an 189

interactive cascading model, indicating that a greater interde- 190

pendence would lead to a lower probability of power outages. 191

In [21], a Markovian-tree-based multi-timescale model was set 192

up for simulating cascading outages, and a forward-backward 193

searching strategy was employed to speed up the simulation. 194

In [22], a multi-time scale dynamic simulation model was 195

established with a sensitivity-based dispatch strategy. Ref. [23] 196

developed a novel distribution system restoration model in 197

response to multiple outages caused by extreme weather. 198

Other scholars studied CS via optimization and statistical 199

methods. A nonlinear convex optimization model solved by 200

saddle point dynamics was established in [24] for the pre- 201

diction of the cascading outage path, which could change 202

cascading outages by adjusting the injected power. Ref. [25] 203

proposed a dynamic programming model, focusing on identi- 204

fying key network branches and initial disturbances that caused 205

cascading outages. It also developed a key risk identification 206

algorithm based on the maximum value principle. Then, 207

risk constraints were introduced to describe the impact of 208

cascading outages in the economic dispatch model, and a 209

risk management optimization model was proposed in [26] to 210

balance economy and risk. Besides, a statistical method was 211

used to identify critical network devices based on large data for 212

cascading outages. Based on this idea, a state-outage network 213

model with empirical probabilities was formulated in [27] to 214

reduce the blackout risk resulting from cascading outages. 215

Furthermore, CS has immediate significance in components 216

vulnerability analysis. Ref. [28] used the kernel fuzzy C-means 217

method to predict the outage chain, which located key compo- 218

nents and interactions among cascading outages. To identify 219

key components and quantify corresponding impacts, [29] 220

established a probabilistic model to identify the propagation 221

patterns of cascading outages. Extending the above single- 222

layer network, a multi-layer interactive graph was proposed 223

in [30] to predict outage propagations and search mitigation 224

measures, which could more effectively identify the critical 225

components that affect propagations among layers. 226

Some efforts focused on contingency analysis by machine 227

learning methods. A fuzzy inference data fusion technique 228

that was not affected by fault types, fault resistance, and 229

data asynchronous was proposed in [31] to improve fault 230

location accuracy. Ref. [32] proposed a prediction method 231

based on machine learning to determine the impact of the 232

hurricanes, where components states were divided into damage 233

and operation for obtaining the decision boundary. A single 234

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: b-on: UNIVERSIDADE DO PORTO. Downloaded on September 16,2022 at 20:06:27 UTC from IEEE Xplore.  Restrictions apply. 



4 IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING

classifier was trained in [33] by using the transient energy235

function as input to the machine learning algorithm. In [34],236

a novel reliability evaluation method for integrated power-gas237

systems was proposed, where the Random Forest feature238

selection method and Extreme Gradient Boosting regression239

algorithm were employed. Ref. [35] suggested an online240

detection model for cloud systems based on SVM, where241

a systematic parameter-search method called SVM-Grid is242

established to optimize parameters in the SVM algorithm.243

However, due to the complexity of data structure, we often244

need to improve the traditional machine learning algorithms to245

solve the actual data analysis problem. In [36], a hybrid unsu-246

pervised and supervised machine learning method-based clas-247

sification system is suggested, which can be efficiently applied248

to the inspection of related scanning electron microscope249

images of the electrospun nanofiber. Ref. [37] utilized a mul-250

tilayer perceptron and the suggested Dendritic Neuron Model251

(DNM) for multiple application scenarios involving classifica-252

tion, approximation, and prediction. The results showed that253

the suggested DNM is effective and promising in address-254

ing these problems. Ref. [38] combined SVM and Gaussian255

process regression (GPR) to evaluate the vulnerability of the256

equipment excited by transient electromagnetic disturbances.257

Ref. [39] has introduced a hybrid machine learning method258

and proved its effectiveness from the perspective of data259

mining. In [40], the event-based load shedding (ELS) problem260

was hierarchically modeled as a multi-output classification261

subproblem for identifying the best shedding location and262

a regression subproblem to predict the minimum shedding263

amount. Ref. [41] applied the hierarchical classification and264

regression approach to combine several machine learning265

methods together to achieve better predicting performance.266

To deal with the overfitting problem, [42] combined the267

bound optimization approach with variation Bayesian infer-268

ence to derive a novel L1 norm-based Extreme learning269

machine. Moreover, a novel classification method was sug-270

gested in [43] based on neighbor searching and kernel fuzzy271

c-means approach, which can reduce the impact of parameters272

uncertainties with dataset classification for the cyber-physical273

system. In [44], a network attack detection method integrated274

a flow calculation and deep learning was developed to process275

high-speed network data and detect complex network attacks.276

To overcome data imbalance problems in the machine learning277

model, [45] proposes a weighted undersampling scheme for278

SVM based on space geometry distance.279

III. VULNERABILITY ANALYSES OF CASCADING OUTAGES280

A. Cascading Outage Simulation281

In cascading outage analysis, any alterations in types and282

locations of initial outages could lead to different effects.283

We consider that the outage of a bus or substation will trip284

all the connecting lines. Accordingly, the power imbalance285

will occur during cascading outages. Since the cascading286

outages are propagated very fast, the optimal dispatch of287

generators cannot be deployed effectively in real time. Hence,288

the automatic generation control (AGC) along with possible289

load shedding will be deployed to redistribute line flows.290

Specifically, once a power imbalance occurs, the generator291

and load will take the following actions, where PG,i (t) is the292

power generation at bus i and time t and PL ,i (t) is the load 293

at bus j and time t : 294

1) Generation Output Ramping: Generators will adjust their 295

power outputs according to their respective ramp rates in the 296

following three cases: 297

Case 1 (Power Generation Increment): If the power gener- 298

ation is less than the load, i.e.,
�Nb

i=1 Pg,i (t) <
�Nb

i=1 Pl, j (t), 299

all generators will ramp up their outputs with a ramp rate r 300

at each time interval �t . 301

Case 2 (Power Generation Decrement): If the power genera- 302

tion is larger than the load, i.e.,
�Nb

i=1 Pg,i (t) ≥ �Nb
i=1 Pl, j (t), 303

all generators will ramp down their outputs with a ramp rate 304

r at each time interval �t . 305

Case 3 (Fixing the Minimum and Maximum Limits): Once 306

the generation output of a generator reaches its minimum or 307

maximum value, it will remain generation unchanged. 308

2) Generator Tripping and Load Shedding: In Case 1, 309

load shedding will occur if the power imbalance exceeds 310

the available generation capacity increment. In this case, the 311

curtailment will start with less critical loads and continue until 312

the power balance is restored. In Case 2, if the power imbal- 313

ance exceeds the available generation capacity decrement, the 314

system will trip some of the generators sequentially. In this 315

case, the lowest priced generator will be tripped first and the 316

process will be continued until the load balance is restored. 317

At any point, if the generation is less than load the condition 318

will be shifted to Case 1. 319

3) Constrained Power Flow Model: The line flows in the 320

grid will be redistributed after any generation or load adjust- 321

ments. A constrained AC power flow model is set up for the 322

cascading outage analysis, which is described as 323

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U0 (t) = Ure f
0 , θ0 (t) = θ

re f
0

Pg,i (t) − Pl,i (t) = Ui (t)
Nb�
j=1

U j (t)
�
Gij cos θi j (t)

+ Bij sin θi j (t)
	

Qg,i (t) − Ql,i (t) = Ui (t)
Nb�
j=1

U j (t)
�
Gij sin θi j (t)

− Bij cos θi j (t)
	

i ∈ B/0, i j ∈ L

324

(1a) 325

Pg,0 (t − �t) − r�t ≤ Pg,0 (t) ≤ Pg,0 (t − �t) + r�t 326

(1b) 327

The solution of the power flow equations (1a) will check 328

the constraint (1b) for power balance. If condition (1b) is 329

not satisfied, we will set Pg,0(t) as in (1c) and go to 2) for 330

generator ramping and potentially tripping and load shedding. 331

Pg,0 (t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pg,0 (t − �t) + r�t

P∗
g,0 (t) − Pg,0 (t − �t) > r�t

P∗
g,0 (t)

−r�t ≤ P∗
g,0 (t) − Pg,0 (t − �t) ≤ r�t

Pg,0 (t − �t) − r�t

P∗
g,0 (t) − Pg,0 (t − �t) < −r�t

332

(1c) 333
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If condition (1b) is satisfied, the power balance will be334

guaranteed and we can analyze the redistributed power flow335

on each transmission line. Once the updated power flow on336

any transmission line exceeds the corresponding transmission337

capacity, the relays will trip overloaded lines.338

4) Optimal Power Flow Model: If the power balance is339

still not satisfied after a given number of time intervals, i.e.,340

T sp, the load shedding will happen by the optimal power341

flow. Since the generator ramping can be interrupted by a342

new cascading outage event (CE) for island d , the duration343

of generator ramping T sp
d between two CEs can be expressed344

as follows:345

T sp
d = min

i j∈L



Ti j,d

�
, d ∈ D (2)346

Ti j,d means that there is no overload line tripping online ij in347

island d within Ti j,d time. Since the load demand at different348

buses may have different importance, the least important one349

will be shed first until the system power balance is satisfied,350

which gives the following optimal power flow model,351

min
�
i∈L

wi
�
Pl,i (t) − Ps

l,i (t)
	

(3a)352

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pg,i (t) − Ps
l,i (t)

= Ui (t)
Nb�
j=1

U j (t)
�
Gij cos θi j (t)+Bij sin θi j (t)

	
Qg,i (t) − Qs

l,i (t)

= Ui (t)
Nb�
j=1

U j (t)
�
Gij sin θi j (t)−Bij cos θi j (t)

	
i ∈ B, i j ∈ L

353

(3b)354

Pg,i (t − �t) − r�t ≤ Pg,i (t) ≤ Pg,i (t − �t) + r�t,355

i ∈ G (3c)356

0 ≤ Ps
l,i (t) ≤ Pl,i (t) ,

��Qs
l,i (t)

�� ≤ ηl,i Ps
l,i (t),357

i ∈ L (3d)358

Umin
i (t) ≤ Ui (t) ≤ Umax

i (t), i ∈ B (3e)359 ��Fij (t)
�� ≤ Fmax

i j (t), i j ∈ L (3f)360

5) Vulnerability Metric: For each given initial outage at361

buses or substations, we simulate the cascading outage process362

according to the above analysis. The load shedding ratio is363

calculated for quantifying the system vulnerability [16], given364

by365

L OSS =
�
i∈B



P0

l,i − P∞
l,i

���
i∈B

P0
l,i (4)366

B. Islanding Issue367

In a CS, overload line tripping may lead to several islands.368

Cascading outages can be propagated on each island indepen-369

dently, and realize a steady state in the end. However, when370

cascading outages propagate on each island, the response times371

T sp
d for each island are different. To take a synchronization of372

the cascading simulation for each island in the same CE, the373

TABLE I

ISLANDING PROCEDURE

minimum time T sp
min of T sp

d is set as the simulation time step 374

to promote further propagation. 375

Specifically, we use the following steps to determine the 376

islands in CS. At first, we determine the number of islands 377

according to the flowchart in Table I, where either Depth- 378

First-Search or Breadth-First-Search method is employed in 379

Steps 3-9 for traversing the system topology by using recursion 380

[35]. Furthermore, islands are divided into three types: with 381

only generators, with only loads, and with both generators 382

and loads. For islands with only loads or generators, all loads 383

are curtailed and all generators are tripped out, respectively. 384

For islands with both generators and loads, we set a reference 385

bus at each island to balance generation with the load. In this 386

case, the generator with the largest capacity is often chosen 387

as the reference bus in the simulation. Then, CS is conducted 388

in which parallel computing techniques are used to accelerate 389

the simulation 390

C. Flowchart of CS 391

The CS flowchart of one bus outage is shown in Fig. 1 and 392

its detailed steps are summarized as follows: 393

Step 1: Set the initial outage and change the system topology 394

according to the system information and parameters. 395

Step 2: For each island with imbalanced power, deploy gen- 396

eration ramping and tripping and load shedding as necessary. 397

Step 3: Solve the constrained power flow model to check 398

the bus power balance. If the power is imbalanced, go to Step 399

2; otherwise, go to the next step. 400

Step 4: If the power balance is still not satisfied after the 401

time interval T sp
d the load shedding will happen by the optimal 402

power flow (3). 403
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Fig. 1. Flowchart of CS.

Step 5: For the balanced power flow solution, check the404

overloaded transmission lines. If there is no overloaded line,405

calculate the vulnerability metric; otherwise, trip all the over-406

loaded lines and go to Step 2.407

It should be noted that each bus needs its individual model408

and the above CS flowchart only obtains one bus outage.409

Therefore, we can repeatedly conduct the above flowchart with410

each bus serving as the initial outage, and then we can obtain411

the vulnerability metric of all buses.412

IV. VULNERABILITY ANALYSIS OF CASCADING OUTAGE413

IN RANDOM INITIAL STATE BASED ON414

MACHINE LEARNING415

A. Feature Selection and Data Acquisition416

The random initial power system states will require a417

stochastic vulnerability analysis using pertinent scenarios.418

In this paper, we consider the random initial states for gen-419

erator output and load levels for the stochastic vulnerability420

analysis. The power system parameters (e.g., resistances and421

reactances of transmission lines) are considered fixed since422

they have a minute influence on load losses in power system423

cascading outages. Moreover, machine learning techniques424

will be properly devised to analyze the impact of stochastic425

inputs on vulnerability analysis. Since an N-k contingency426

has a low probability, the corresponding historical data are427

deemed limited. To obtain a sufficient number of training data,428

we employ the simulation method depicted in Fig. 1 and apply429

the following steps: 1) Choose a scenario with an arbitrary430

generation output and load level within a certain range near431

the rated power. 2) Perform the CS according to the flowchart432

Fig. 2. Schematic diagram of SVM.

in Fig. 1 and calculate the load shedding for the given initial 433

state. 434

Then, a hybrid machine learning model with the combined 435

classification and regression is designed. In this model, the 436

classification model by SVM is employed to judge whether 437

the cascading outage will result in any load shedding. Then, 438

the regression model using the GBR method is employed to 439

describe the relationship between input features and the output 440

indicator only for cases where load shedding is prescribed. 441

B. Support Vector Machine Classification 442

The SVM algorithm aims to classify the training data into 443

two sets of with and without load shedding. The approach 444

follows the principle of structural risk minimization for min- 445

imizing the deviation between actual and ideal outputs. SVM 446

applies a few support vectors to represent the data set [46], 447

and the kernel function of the original space is used to deal 448

with the nonlinear classification problem by mapping the input 449

variables into a higher-dimensional space. 450

The Ntrain training data {(xn, yn, zn)|n = 1, 2, . . . , Ntrain} 451

are chosen for vulnerability analysis. Since the computational 452

error of LOSS is inevitable, a positive threshold is set to 453

determine the value of the classification label zn , such that 454

zn = −1, if yn ≤ 10−6; otherwise zn = 1. The SVM algorithm 455

will separate these data by a hyperplane ωx +b = 0. As shown 456

in Fig. 2, H1 and H2 are two planes parallel to a hyperplane 457

H, where the distance between them is called the classification 458

interval. They cross a small number of data points closest to H , 459

which are the support vectors. The hyperplane H separates the 460

two categories and the SVM classifier aims to find the optimal 461

hyperplane that maximizes the classification interval 2/||ω||2, 462

which is the same as minimizing ||ω||2, stated as 463

min
1

2
||ω||2 (5a) 464

s.t. zn



ωT xn + b

�
≥ 1, n = 1, . . . , Ntrain (5b) 465

To solve the nonlinear problem, it is necessary to introduce 466

the kernel function to map the data into a higher-dimensional 467

space, so that the data can be linearly separable. Here, the 468

kernel function K (x p, xn) is chosen as the Radial Basis 469
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Fig. 3. Schematic diagram of GBR.

Function (RBF) by470

K
�
x p, xn

	 = exp


−γ ||x p − xn||2

�
= ϕ

�
x p

	
ϕ (xn) (6)471

Furthermore, the kernel SVM is formulated as472

min
1

2
||ω||2 + C

Ntrain�
n=1

ξn (7a)473

zn



ωT ϕ (xn) + b

�
≥ 1 − ξn,474

ξn ≥ 0, n = 1, . . . , Ntrain (7b)475

A larger C will lead to a tighter margin.476

The performance of a binary SVM classification model477

is usually assessed by the four values: true positive (TP),478

true negative (TN), false positive (FP) and false negative479

(FN). Then, the accuracy of the SVM classification model is480

formulated as481

AccuracySV M = T P + T N

T P + T N + F P + F N
(8)482

C. Gradient Boosting Regression483

Once the training data {(xn, yn, zn)|n = 1, 2, . . . , Ntrain} is484

classified by SVM, the regression model is set up only for the485

data with load shedding to find a latent function that maps486

xn to yn . Assume that there are Ns data with load shedding,487

and giving {(xn, yn, zn) ∪ zn = 1|n = 1, 2, . . . , Ns }. However,488

the learning ability of a single decision tree may be weak489

for regression, leading to poor generalization performance and490

over-fitting problems. Hence, GBR uses several least squares491

regression trees as base learners, fits the residual value of492

the previous regression tree through the iterative method,493

and finally adds the results of all regression trees to get the494

final predicted value [47], which contains input features, three495

splits, transformed features and integration of several trees.496

As shown in Fig. 3, sequential improvement will be deployed497

to enhance the regression trees, where each tree is to reduce498

the residual and improve the performance by using information499

from the previous trees.500

A loss function Ln(yn, f (xn)) = �yn − f (xn)�2
2 is defined501

for the joint distribution of xn and yn , where the number of502

regression trees is given. Initialize the model by a constant 503

value f0(x) as 504

f0(x) = arg min
f (x)

Ns�
n=1

Ln(yn, f (xn)) (9) 505

Apply M iterations to reduce the residual value along the 506

gradient descent direction of the loss function. For the k-th 507

tree, the negative gradient is defined as 508

rk,n = −[∂L(yn, f (xn))

∂ f (xn)
] f (xn)= fk−1(xn), n = 1, . . . ., Ns 509

(10) 510

Form a new training data set {(xn, rk,n)|n = 1, 2, . . . , Ns } 511

and choose the parameterized function hk(xn , ak) to fit the 512

base regression tree as 513

ak = arg min
βkak

NS�
n−1

�
rk,n − βkhk(xn, ak)

�
(11) 514

Replace the negative gradient rk,n by hk(xn , ak) and apply a 515

greedy-stagewise approach to approximate the k-th data space 516

by the (k-1)-th data space, leading to 517

fk (x) = fk−1 (x) + μβkhk(x), 0 < μ < 1 (12) 518

βk is the steepest descent direction that is obtained by a line 519

search method as 520

βk = arg min
βk

Ns�
n=1

L(yn, fk−1(xn) + βkhk(xn, ak)) (13) 521

It is observed that the number of trees M and the learning 522

rate μ may affect the solution performance. Generally, the 523

training error is reduced with the increasing number of trees. 524

However, the generalization ability of the model will be weak- 525

ened if there is an excessive number of trees, and the prediction 526

performance of the model will be reduced due to the over- 527

fitting phenomenon. In order to address this problem, GBR 528

introduces the shrinkage to gradually approach the best result 529

with small steps to avoid the over-fitting problem. In general, 530

a smaller learning rate can improve the generalization ability 531

of the model. 532

In order to get a prediction model with high accuracy, 533

we employ the ten-fold cross-validation method. It means that 534

the data are randomly divided into ten parts, where nine are 535

randomly used as the training set, and one is applied as the 536

test set. Since the prediction models by using different selected 537

training sets are different, we need to scramble the samples 538

and reselect the training and testing set several times. Finally, 539

we choose the model with the highest accuracy as the final 540

prediction model. 541

Meanwhile, in order to determine the main parameters 542

affecting the SVM algorithm (i.e., γ and C) and GBR algo- 543

rithm (i.e., M and μ), this paper adopts the grid search method. 544

Firstly, determine all possible combinations of important para- 545

meters affecting the two algorithms within a certain range. 546

Then, train all possible parameter combinations by using the 547

corresponding classification and regression algorithm. Finally, 548
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Fig. 4. Flowchart of the proposed hybrid machine learning technique.

the parameter combination with the highest prediction accu-549

racy is taken as the optimal parameters for the two algorithms.550

The R-square coefficient is employed as the metric for the551

accuracy of the GBR model, which is formulated as552

AccuracyG B R = 1 −

Ntest�
m=1

(ym − y j,pre)
2

Ntest�
m=1

(ym − ymean)2

,553

m = 1, 2, . . . , Ntest (14)554

Finally, since the proposed method is a sequential compu-555

tation for the classification and regression, the final predic-556

tion accuracy of the proposed method is the product of the557

SVM classification accuracy and the GBR regression accuracy,558

which can be determined as follows:559

Accuracyprediction = AccuracySVM × AccuracyGBR560

(15)561

D. Flowchart of the Proposed Combined Classification and562

Regression Machine Learning Model563

A hybrid machine learning model with the combined SVM564

classification and GBR regression method is proposed for the565

power system vulnerability analysis on cascading outages in566

the presence of random initial states. The detailed flowchart567

is shown in Fig. 4 with the following four steps:568

Step 1: Perform the data collection by CS for randomly569

selected initial states. Apply data preprocessing, e.g., normal-570

ization, to avoid numerical instability resulting from uneven571

data quantities.572

Step 2: Select proper parameters for the SVM classifier573

and solve the optimization model (7) to determine the optimal574

hyperplane for dividing the training data into two categories575

with and without load shedding.576

Step 3: Conduct GBR regression by selecting the proper577

regression model parameters for M iterations using (9)-(13).578

Based on the classification results, only the training data with579

load shedding are collected for further regression.580

Fig. 5. CS for the initial outage at bus 6.

Step 4: Employ the cross-validation method to resample the 581

data set, evaluate the proposed machine learning model, and 582

quantify the relative error between predicted regression and 583

actual values. 584

V. CASE STUDIES 585

A. CS for the IEEE 39-Bus System 586

To investigate CS, the standard IEEE 39-bus system is 587

chosen with parameters available in MATPOWER [48]. The 588

following assumptions are considered in the simulation: 1) 589

The generator ramp rate r at each �t is set as 5% of the 590

corresponding capacity. 2) The load with a larger capacity is 591

more important. 592

The CS results are shown in Fig. 5 and Table II, which 593

contain four cascading outage events (CEs). The initial outage 594

was at bus 6 where four lines connected to bus 6 (i.e., lines 10, 595

12, 13, 14) were tripped subsequently, splitting the system into 596

two islands with a LOSS of 0.0015%. One island contains only 597

one bus, i.e., 31, where the power balance is straightforward. 598
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TABLE II

ISLANDS AND LOSS OF CS

Fig. 6. LOSS for different initial outages.

The other large island has 37 buses, where we learn that active599

flows on lines 9, 19 and 23 exceed rated values once we600

recalculate the power flow. Accordingly, the 37-bus island is601

further split into two islands, i.e., 5-bus and 32-bus islands,602

leading to a 0.015% LOSS.603

The cascading outages will continue to propagate in the604

32-bus island, where lines 3, 6, 26, 27, and 30 are disconnected605

and this 32-bus island is decomposed into 2-bus and 30-bus606

islands with a LOSS of 0.0676%. Finally, by tripping lines 1,607

2, and 16, the 30-bus island is split into 5 islands: single-bus,608

2-bus, 4-bus, and 9-bus. This CE contributes to a 0.1607%609

LOSS. The cascading outage will lead to 8 islands and a total610

LOSS of 0.2404%. The main LOSS is derived from the third611

and the fourth CEs, while the first and the second CEs only612

contribute to 0.03% when the load at bus 9 is curtailed.613

The LOSS for different initial outages is shown in Fig. 6,614

where there are five CEs at most for buses 13, 14, and615

32. Meanwhile, the initial outages at either load buses (e.g.,616

17 and 26) or generator buses (e.g., 31 and 32) will lead to617

cascading outages. Since a higher LOSS will lead to a higher618

vulnerability, the initial outage at bus 6 in the test system619

will result in the largest LOSS and the corresponding highest620

Fig. 7. Probability of LOSS for different initial states.

vulnerability. In contrast, initial outages at buses 5, 17, 19, 621

30, 33, 35, 36, and 37 do not lead to any load shedding, 622

so the vulnerability on these buses is very low. Besides, when 623

the initial outage occurs at buses 3, 4, 20, and 39, there is 624

only one CE but the LOSS is still large. This is because the 625

corresponding loads are large which will be curtailed after 626

the initial outage. For example, the load at bus 39 accounts 627

for 17.65%. Besides, the bus a larger number of CEs have a 628

higher vulnerability in general (e.g., buses 2, 6, 14, and 32). 629

According to the cumulative results of LOSS, the vulnerability 630

of each bus can be obtained corresponding to vulnerability 631

in this initial state, respectively. Then, the operators can take 632

some specific reinforcement measures for those vulnerable 633

critical buses of the power system. 634

B. Machine Learning for Vulnerability Analysis 635

The vulnerability analysis is performed by the proposed 636

hybrid machine learning method for different initial states. 637

Here, the 39-bus power system is utilized again and the data 638

sets are constructed by the following steps: 639

1) Data sets with 10,000 initial states are generated where 640

generator outputs and load levels are randomly changed 641

between 0.8 and 1.2 of the power ratings. 642

2) Use the proposed CS model for each data set to calculate 643

the vulnerability metric. Obtain the input features of 644

each data set xn (i.e., uncertain power and gas load 645

levels), classification labels zn (i.e., whether the load 646

shedding happens), and regression labels yn (i.e., the 647

vulnerability metric LOSS). 648

3) Normalize the 10,000 data sets. Split them into a training 649

set and a testing set by the ten-fold cross-validation 650

method for the SVM classification. 651

4) Determine the optimal SVM parameters by the grid 652

search method as C = 0.8 and γ = 1/30. 653

The LOSS distribution for different initial states is depicted 654

in Fig. 7, where certain buses (e.g., 5, 36, 38) have very 655

small LOSS and some other buses (e.g., 6, 39) have large 656

LOSS. Compared with that in Fig. 6 with a given initial state, 657

the LOSS may vary significantly under different initial states. 658

Therefore, initial states will have a major impact on LOSS. 659

Take buses 6 and 16 with the classification results shown in 660

Fig. 8, where only 10 feature vectors include 5 large generators 661
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Fig. 8. Classification of data sets in buses 6 and 16.

and 5 large loads due to the large feature dimensions. The662

vertices of polygons represent the input features, and the points663

with different colors represent different kinds of data. It can664

be observed that it is feasible to classify the data and select the665

data with LOSS 	=0 for the subsequent GBR regression training666

because the data have obvious clusters. The output vectors are667

in two categories of zero and non-zero LOSS. According to668

the classification results, we adopt only the data sets with load669

shedding for the GBR regression method, i.e., LOSS	=0. For670

bus 6, there are 7,656 data sets with LOSS	=0, which are still671

split into a training set and a testing set. The parameters are672

set as learning rate μ = 0.01 with the number of learners673

M = 9.674

The precision of the proposed method is shown in Fig. 9.675

The blue curve shows the accuracy of the first-step SVM676

classification. The green curve represents the accuracy of the677

second-step GBR regression by using the data with LOSS	=0678

after the SVM classification. The red curve represents the679

accuracy of the hybrid machine learning method. The accuracy680

of the proposed machine learning method (i.e. the red curve)681

is the product of the SVM classification accuracy and the GBR682

regression accuracy. Therefore, it will be lower than that of683

individual ones.684

It can be found that the minimum and average accuracies685

of the SVM classification method are 94.35% and 96.91%,686

respectively. The minimum and average accuracies of the687

GBR regression method are 97.65% and 99.12 %, respectively.688

Generally, the hybrid method has good performance and the689

overall minimum and average accuracies are about 93.12% and690

96.05%. In addition, there are several data sets with relatively691

small LOSS values, which are intuitively on the boundary of692

two categories. In this scenario, the SVM misclassification693

may also happen.694

All buses are traversed to train their corresponding predic-695

tion model. For a certain initial state in the power system,696

the proposed method is employed to rapidly predict the697

vulnerability metrics of each bus under cascading outages.698

Then, the buses with high vulnerability metrics are regarded699

as the vulnerable critical components in this power system.700

C. Comparisons of Large-Scale Systems701

The direct GBR regression with the same parameters is702

employed for comparison. The precision and computation time703

are shown in Fig. 10. It is obvious that the proposed method704

will increase the computation time since the additional SVM705

classification is conducted. Generally, the computation time706

Fig. 9. Classification and regression errors of the proposed method.

Fig. 10. Computation time and precision for the 39-bus system.

TABLE III

COMPARISONS FOR VULNERABILITY ANALYSIS TIME

WITH DIFFERENT METHODS

of the proposed method is less than half of that of the GBR 707

method. In addition, the precision of the proposed method 708

is improved significantly. In particular, the GBR regression 709

method will lead to a very poor precision, which is as low 710

as nearly 20% at some buses. In contrast, the precision of 711

the proposed method exceeds 90%. This is because different 712

initial states will lead to an uneven distribution of LOSS. It will 713

affect the learning performance. The proposed hybrid machine 714

learning method utilizes the classification to select non-zero 715

data sets for regression with an even data distribution of output 716

variables. 717

Furthermore, the application of the proposed method is 718

simulated for verification on several large-scale test sys- 719

tems including 14-bus, 39-bus, 57-bus, 118-bus, 300-bus, and 720

2383-bus systems [48]. Each test system adopts the same 721

simulation settings as the 39-bus system. The results are shown 722
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TABLE IV

COMPARISON OF THE PROPOSED METHOD WITH OTHER MACHINE LEARNING METHODS

Fig. 11. Computation time and precision on large-scale test systems.

in Fig. 11. Here, the computation time increases slightly for723

larger systems, while the precision is always higher than 90%.724

This indicates that the machine learning method is not sensitive725

to the system size and can also be applied to large-scale726

systems. In contrast, the GBR regression method will always727

demonstrate a low accuracy (i.e., smaller than 70%), which728

decreases for larger systems. For the 2383-bus system, the729

precision is only 30%.730

Finally, to verify the advantages of the proposed method on731

the vulnerability analysis under random initial states, the CS732

model based on DC power flow mentioned in [19] (Method733

1), the CS model proposed in Section III (Method 2), and734

the hybrid machine learning model proposed in Section IV735

(Method 3) are compared in terms of vulnerability analysis736

time. The simulation settings are as follows: 1) Each method737

calculates the average vulnerability analysis time for each738

bus under five random sets of random initial states; 2) Each739

test power system adopts the same simulation setting and740

calculation methods of vulnerability metric in Method 1 and741

Method 2. The results are shown in Table III.742

It can be found that when the initial states of a power743

system change, the average time of re-conducting CS for744

the traditional model-driven Method 1 and Method 2 is745

relatively long. In addition, with the scale of the power746

system increasing, the time for Method 1 and 2 Method747

also increases significantly (e.g. more than 6 minutes in the 748

2383-bus power system). In contrast, although the hybrid 749

machine learning-based Method 3 also needs about 1 minute to 750

train the prediction model, the training process can be carried 751

out offline. The online prediction time of Method 3 is no more 752

than 1s, and it is hardly affected by the scale of power systems. 753

Therefore, the proposed hybrid machine learning method can 754

effectively predict the vulnerability to cascading outages of 755

the power systems in random initial states. 756

D. Comparisons With Other Machine Learning Methods 757

In order to verify the effectiveness of the proposed machine 758

learning method, some other classical machine learning 759

algorithms including two classification algorithms (Logis- 760

tic Regression and Random Forest Classification) and three 761

regression algorithms (Linear Regression, Polynomial Regres- 762

sion, and Support Vector Machine Regression) are employed to 763

generate six hybrid machine learning methods for the compar- 764

ison with the proposed method. Comparisons are investigated 765

on the six test systems. The average accuracy and training time 766

of all buses are shown in Table IV. 767

It can be found the SVM + GBR leads to the highest 768

accuracy among all the hybrid machine learning methods. 769

In contrast, the SVM + Logical Regression has the lowest 770

accuracy. The reason is that the proposed model takes on 771

strong nonlinear characteristics and the Logical Regression 772

cannot well handle this nonlinear problem. Moreover, the 773

Random forest + GBR has similar accuracy as the proposed 774

SVM + GBR method. However, it is more complex and com- 775

putationally expensive than the SVM + GBR method. As a 776

result, this paper selects SVM + GBR as the hybrid machine 777

learning method to investigate the relationship between the 778

initial states and the vulnerability metric. 779

VI. CONCLUSION 780

This paper proposes a hybrid machine learning method 781

for the power system vulnerability analysis. Initial states are 782

randomly sampled and a cascading outage simulation for each 783
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initial state is proposed to quantify the vulnerability metric784

and generate the training data. Furthermore, a hybrid machine785

learning model with the combined classification and regression786

is set up to characterize the relationship between the initial787

states and the vulnerability metric. Simulation results suggest788

that the proposed cascading outage simulation can effectively789

deal with islands and reflect the power system vulnerability.790

Moreover, the proposed hybrid machine learning model, which791

applies a combined classification and regression method, can792

achieve higher precision than a single regression model.793
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