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 

Abstract—The time required to restore distribution systems 

following an extreme event is highly dependent on damage 

assessment. Waiting for field assessors patrolling the feeders to 

identify fault locations is a bottleneck in improving restoration 

efficiency. This paper proposes an optimal service restoration 

model for resilient distribution systems considering the 

coordination with damage assessment, as a contribution to earlier 

studies. The restoration actions such as fault isolation, network 

reconfiguration, crew mobilization and fault repair are brought 

forward to the damage assessment stage and the restoration 

schedules are dynamically updated with the reveal of the damage 

status. The relationship between fault location, switch status and 

node status is established to optimize the network topology and 

guarantee crew operation safety under the condition that the 

network has multiple faults or unchecked potential faulted areas. 

Moreover, the crew routing formulations are modified to enable 

fault isolation and load island reconnection by manual switches 

during the restoration process. Case studies validate the 

effectiveness of the proposed model in reducing load shedding and 

restoration duration. 

 
Index Terms—Distribution system, damage assessment, service 

restoration, reconfiguration, crew dispatch. 

NOMENCLATURE 

Acronyms 

CB Circuit breaker 

DER Distributed energy resources 

DG Distributed generators 

DN Damaged component 

DS Distribution system 

ESS Energy storage systems 

MS Manual switch 

MG Microgrid 

PV Photovoltaic 

RCS Remote controlled switch 

Indices and Sets 

hT  Set of optimization time horizon at time step h 

SPc, RPc Indexes of start and return points for repair crew c 

w, W Index and set of depots for resources pick up 

V  Set of buses 

L  Set of distribution lines   

N  Set of manual switches, damaged components and  
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depots for resources pick up 

Sub Set of substation nodes 

G ,
PV ,

ES  Set of dispatchable DGs, PV systems and ESSs 

DN Set of damaged components 

MS Set of manual switches 

openMS ,
closeMS  

Set of vertices representing the closed manual 

switches to be opened and the opened manual 

switches to be closed in the crew routing problem 

c, Crew  Index and set of repair crews 

( )j , ( )j  Set of parent and child nodes of node j 

Parameters 

hT  Optimization horizon duration at time step h 

t  The time interval of each time step 
VN  Total number of distribution nodes 

,j t  Priority of load at node j 

ijr , 
ijx  Resistance/reactance of line ( , )i j  

min max,  U U  Lower and upper bounds of allowed voltage 

max

ijS  Maximum apparent power limit of line (i, j) 

,maxG

jP , ,maxG

jQ  Maximum active and reactive power output of 

dispatchable DG or substation j 

,

L

j tP ,
,

L

j tQ  Active and reactive load of node j at time step t 

,

PV

j tP  Active power output of PV generator j at time t 

j  Power factor of PV generator j 

,minch

jP / ,mindch

jP , 

,maxch

jP / ,maxdch

jP  

Minimum and maximum active charging / 

discharging power limits of ESS j 

,minES

jQ , ,maxES

jQ  Minimum and maximum reactive power output 

of ESS j 
,ES ini

jE  Initial energy storage of ESS j 

,minES

jE , ,maxES

jE  Minimum and maximum stored energy of ESS j 
ch

j , 
dch

j  Charging and discharging efficiency coefficients 

check

ijf  Binary parameter equal to 1 if line (i, j) is 

checked by damage assessors 

,

opera

n ct  Time for crew c to repair component n or 

operate manual switch n 

, ,

travel

n c mt  Traveling time for crew c from component / 
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manual switch n to m 
R

rCap  Capacity required to carry one unit of resource r 

C

cCap  The maximum capacity of crew c 

,m r
 The units number of type r resources required to 

repair damaged component m 

, ,

C

c SP rRes  The units number of type r resources that crew c 

obtains from the start point 
RCS

ijy  /
MS

ijy   Binary parameter equal to 1 if a remote-

controlled switch / manual switch is placed at i 

side ( 1  ) or j side ( 2  ) of line (i, j) 

 , M A sufficient small / large positive number 

Variables 

,ij tP , ,ij tQ  Active and reactive power flow at the distribution 

line from node i to j at time step t 

,

G

j tP , 
,

G

j tQ  Active and reactive power output of dispatchable 

DG or substation j at time step t 

,

PV

j tQ  Reactive power output of PV unit j at time t 

,

ch

j tP , ,

dch

j tP  Active power charge and discharge of ESS j at time 

step t 

,

ES

j tQ  Reactive power output of ESS j at time step t 

,

ch

j tu / ,

dch

j tu  Binary variable equal to 1 if ESS j operates in the 

charging / discharging mode at time step t 

,

ES

j tE  Energy storage of ESS j at time step t 

,j tU  Voltage magnitude of node j at time step t 

,ij tB  Binary variable equal to 1 if line (i, j) is faulted or 

is not checked at time step t  

,ij tc  Binary variable equal to 1 if the status of line (i, j) 

is on at time step t  

,

L

j tEn  Binary variable equal to 1 if load at node j is picked 

up at time step t 

,

G

j tEn  Binary variable equal to 1 if the dispatchable DG 

or substation at node j is energized at time step t 

,

PV

j tEn /
,

ES

j tEn  Binary variable equal to 1 if the PV unit/ ESS at 

node j is energized at time step t 

,j tx  Binary variable equal to 1 if node j is influenced by 

outage propagation at time step t 

,j t  Binary variable equal to 1 if node j is chosen as a 

root node at time step t 

,ij tF / ,

f

ij tF /

,

G

ij tF  

Fictitious power flow from node i to j at time step 

t used to determine the island connectivity / outage 

propagation status / DERs energization status 

,j tW  Fictitious power output of node j at time step t  

1,ij ty / 2,ij ty  Binary variable equal to 1 if the switch at i/ j side 

of line (i, j) is closed at time step t or the line is 

non-switchable 
,

,

MS open

ij tf 
/ 

,

,

MS close

ij tf 
 

Binary variable equal to 1 if manual switch at i side 

( 1  ) or j side ( 2  ) of line (i, j) is opened / 

closed at time step t  

,

fix

n tf  Binary variable equal to 1 if damaged component 

n is brought into normal status at time step t 

, ,m c nX  Binary variable equal to 1 if the travel path of crew 

c is from component or manual switch m to n 

,n c  Binary variable equal to 1 if component or manual 

switch n is repaired/operated by crew c 

,

arrive

n ct  Time when crew c arrives at component or manual 

switch n 

,

start

n ct  Time when crew c start the repair or operation of 

component / manual switch n 

, ,c m rE  The units number of type r resources that crew c 

has before repairing damaged component m 

, ,

C

c w rRes  The units number of type r resources that crew c 

picks up from depot w 

I.  INTRODUCTION 

In the last decades, the increasingly frequent extreme events, 

such as hurricanes, ice storms and floods, have imposed sever 

impacts on power systems [1]. There is an urgent requirement 

to boost power system resilience, i.e. enhance the ability of 

power systems to resist, adapt to and efficiently recover from 

such extreme events [2]. Distribution systems (DSs) are closely 

related to customer load service and more vulnerable to extreme 

events. Improving the DS outage management and expediting 

service restoration are critical ways to reduce power outages 

and mitigate economic losses. The increasing penetration of 

distributed energy resources (DERs) including dispatchable 

distributed generators (DGs), photovoltaic (PV) systems, 

energy storage systems (ESSs), etc. provides backup power 

sources during a major outage. Moreover, with the emerging 

smart grid technologies, it is possible to actively improve DS 

resilience by advanced measures such as network 

reconfiguration and microgrids (MGs) formation. Ref. [3-6] 

exploit DGs and remote controlled switches (RCSs) or manual 

switches (MSs) to form multiple MGs in the DS to restore the 

load after major faults while maintaining the radial structure. 

A key task for DS restoration is to schedule and route repair 

crews to efficiently repair the faults after disasters. The co-

optimization of crew routing and network reconfiguration for 

service restoration is studied in [7]. The authors in [8] expanded 

the co-optimization model by incorporating mobile power 

source dispatch into DS restoration. One concern to be 

addressed in the above literatures is that they assume the RCS 

is equipped at each distribution line so that the fault is isolated 

within the line segment, which is neither economical nor 

affordable in most cases [9]. In [10], the authors proposed a 

resilience-oriented strategy for DS planning problem. RCSs are 

only deployed at the selected lines and a fictitious network is 

designed to model the outage propagation in the network until 

RCSs disconnect lines. Authors in [11] studied the dispatch of 

tree and line crews and modeled fault isolation for the 

restoration of DS. In addition, the operation of MSs performed 

by qualified crews on the scene is also a considerable operation 

during DS restoration. Ref. [12] introduced a synthetic 

restoration model for DSs to determine the switching and 

energization sequence considering the coordination of crew 

dispatch and RCS/MS operation.  

In the perspective of the overall restoration process for DSs 

after extreme events, service restoration is considered as one 

step performed after information collection and damage 

assessment [13]. More specifically, to make preparation for the 

subsequent restoration, firstly the outage management system 

(OMS) will receive the information from multiple sources like 

field measurements, smart meters and trouble call systems to 
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primarily analyze the damage status [14-16], and then the field 

checkers are dispatched to precisely locate the fault and 

estimate the damage extent and resources needed for restoration 

[17]. The duration of damage assessment, especially the time 

spent on the field checker patrol, impacts the length and cost of 

the overall restoration effort. However, existing literatures 

usually assume a separation of damage assessment and service 

restoration, which restricts the restoration effect. Ref. [18] 

indicated that an online stochastic optimization for joint 

assessment and restoration provides high-quality solutions to 

the restoration problem. Ref. [19] discussed the emergency 

repair mode in which crews patrol the possible faulted branch 

lines after repairing the skeleton network. Moreover, the 

restoration cases of the power grids in China's southeast coastal 

provinces in response to typhoon shows that starting the repair 

as soon as partial information of damage is revealed is also a 

common practice under emergency conditions.  

In this paper, we propose a service restoration model for DSs 

considering the coordination with damage assessment. After 

partial network is checked by damage assessors, service 

restoration is conducted according to the gradual reveal of 

uncertainties. The restoration measures include isolating the 

faults to narrow down the interrupted parts, restoring the non-

fault parts through reconfiguration and MGs formation, 

repairing the faults and reconnecting the repaired parts. There 

are several challenges to consider the overall restoration 

process: 1) fault isolation, reconfiguration, MGs formation and 

load island reconnection should be integrated in an optimization 

problem, and a mechanism which coordinates these measures 

with damage assessment should be designed; 2) A topology 

optimization method capable of isolating multiple faults or 

unchecked potential faulted areas is required to restore load and 

guarantee crew safety; 3) the crew operating MSs to isolate 

faults and reconnect the repaired parts should be considered in 

crew routing formulations.  

This paper puts forward the solutions of the above 

challenges and provides the following contributions: 

1) A novel restoration model is proposed from the view of 

overall restoration process to overcome the obstacles caused by 

the separation of damage assessment and service restoration 

and further improve DS restoration efficiency. A coordination 

mechanism is designed to restore the system as the damage 

assessment progresses. 

2) The relationship between fault location, switch status and 

node status is established, which is used to optimize the network 

topology in the case of multiple faults / unchecked potential 

faulted areas exist and guarantee crew safety during repair and 

MS operation. 

3) The crew routing formulations are expanded to 

incorporate both the open and close operation of MSs to enable 

fault isolation and load island reconnection during the whole 

restoration process.  

The rest of this paper is organized as follows. Section II 

states the overall DS restoration process and model framework. 

Section III develops the mathematical formulation. Section IV 

provides numerical results to validate the proposed model. 

Conclusions and future work are discussed in Section VI. 

II.  MODEL STATEMENT 

A.  Multi-stage restoration for DSs 

A multi-stage DS restoration process summarized from [13, 

19] is illustrated in Fig. 1. An extreme event occurs at t1. The 

circuit breakers (CBs) or reclosers may trigger to isolate 

downstream feeders with sustained faults and maintain power 

supply for some customers [21]. Multisource information is 

collected during [t2, t3] to identify the potential faulted areas. 

Then damage assessment is carried out from t3 to t5 to precisely 

locate the faults and evaluate the damage extent and required 

resources. After some faults are identified in the course of 

damage assessment, RCSs can be used for fault isolation and 

pre-restoration [20]. This step is performed in time interval [t4, 

t5]. The repair crew departs from the utility at the end of damage 

assessment, i.e. t5, and arrive on scene at t6. Then, repair and 

switching are implemented until the end of restoration.   

0 t1

Supplied customers

Time

Extreme event occurs
Return to the 

normal state

t2 t6 t7

Switching by RCSs and MSs

t4 t5

Damage 
assessment

Component repair

Repair crew 
mobilization 

Fault isolation & 
reconfiguration by RCSs

CBs/reclosers 
trigger  

t'7

Restoration coordinated 

with damage assessment

Information 
collection 

t3

 
Fig. 1.  Multi-stage restoration process for distribution systems 

However, the separation of damage assessment and 

restoration is not necessarily the case in practice [18], [19]. 

Through bringing the restoration measures forward, the 

restoration effect is further improved and the interruption time 

is reduced, which is qualitatively shown by the red dashed line 

in Fig. 1.  

B.  Restoration coordinated with damage assessment 

In this part, the framework of the proposed restoration model 

is described. It is assumed that the repair crew is responsible for 

repairing damaged components and operating MSs. The 

operation time of RCSs and CBs is assumed to be 0 for 

simplicity. 

A simple feeder deployed with CB, RCS and MS is used to 

show the proposed coordination mechanism. As depicted in   

Fig. 2, after identifying the fault signal, CB triggers and DG is 

de-energized. The part downstream the CB is regarded as a 

potential faulted area. All loads are curtailed due to the 

disconnection with power sources at t=t0 and they are marked 

in red. As the damage assessors patrol the potential faulted area, 

the damage status is gradually revealed and the repair crew 

routing decision is made dynamically through rolling horizon 

optimization. At time step t=t1, line L3-4, L4-5 are checked and 

a fault at L3-4 is identified. The repair crew is dispatched to 

repair the fault and then open MS at L3-4 to isolate potential 

faults. After that, DG can be reconnected to restore load 4 and 

5. At t=t2, all potential fault sections are checked and a fault on 

L2-3 is found. RCS at L1-2 is opened to restore load 1. The 
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decision is updated again and the restoration measures are 

implemented according to the latest decision.  

Closed CB/ Recloser Closed RCS

Opened RCSOpened CB/ Recloser

Closed MS

Opened MS

1 2 3 4

L1 L2 L3 L4

Repair crew routing path

Unchecked potential 

faulted area

5

L5

DG

1 2 3 4

L1 L2 L3 L4

5

L5

DG

Damage assessor patrol path

Repair crew routing path

1 2 3 4

L1 L2 L3 L4

5

L5

DG

Damage assessor patrol path
t=t0

t=t1

t=t2

1 2 3 4

L1 L2 L3 L4

5

L5

DG

1 2 3 4

L1 L2 L3 L4

5

L5

DG

1 2 3 4

L1 L2 L3 L4

5

L5

DG

Fig. 2.  A simple example for the coordination mechanism 

Some remarks regarding the model framework are provided: 

Remark 1: the potential faulted area. The collected 

multisource information is helpful to primarily pinpoint the 

faulted areas. However, data from fault-indicating devices and 

smart meters after an extreme event may be unavailable or 

questionable [13]. Moreover, faulted line section identification 

for multiple-fault scenarios remains a challengeable question. 

In this paper, we consider the parts downstream the triggered 

CBs as potential faulted areas and the uncertainty is only 

revealed by damage assessors. 

Remark 2: the routing path of damage assessors. We set the 

travel path and patrol time of damage assessors as parameters 

and optimize service restoration decisions based on the 

dynamically updated parameters. The routing path of damage 

assessors can be determined with the objective of minimizing 

overall inspection time [22] or according to the expert 

experience. Determining it is out of the scope of this paper. 

Remark 3: task assignment of MS operation. The MS can be 

operated by damage assessors to isolate the fault. In this paper, 

we assume the MS is only operated by the repair crew for the 

reason that damage assessment can be performed by unmanned 

aerial vehicles and fault isolation switching can be optimized 

when multiple faults and DGs exist. The proposed model can 

accommodate the case where damage assessors operate MSs by 

adjusting the initial switch status. 

Remark 4: crew safety guarantee. To ensure crew safety 

when repairing damaged components and operating switches, 

for a node or line, if at least one connected path exists between 

it and a fault or potential faulted area, the node or line should 

be de-energized. A binary variable ,j tx  is introduced to indicate 

whether there is a connected path between node j and potential 

faults. Constraints are imposed to prevent the node with , 1j tx   

being connected to an operative power source. 

III.  MATHEMATICAL FORMULATION 

The objective function is to maximize load restoration 

during the scheduling time horizon considering load priority: 

 , , , ,

, , , 1, 2, 1, 2,max
h h

L L MS open MS open MS close MS close

j t j t j t ij t ij t ij t ij t

t j t

t En P f f f f 
  

      
T V T

(1) 

where the first term indicates the total restored load considering 

the priority. The second term denotes total MS switching times 

with a small weight  . The second term is used to avoid 

unnecessary MS operation. 

A.  Operational Constraints 

The DS operational constraints are formulated based on the 

linearized DistFlow model [23]. Specifically, Eq. (2)-(5) 

represent the constraints of nodal power balance, branch flow 

and voltage magnitude. Constraint (6) ensures DG output is 

limited by the capacity. The PV unit is assumed to operate at a 

constant power factor [24] and its reactive power output is 

determined using constraint (7). The charging and discharging 

power of ESSs is limited by constraint (8). Constraint (9) 

represents the relationship between charging/discharging 

power and the stored energy and sets the allowable range of 

energy storage for ESSs. 

, , , , , , , , ,

( ) ( )

, , , , , , ,

( ) ( )

  , ,

G PV PV dch ch L L

js t ij t j t j t j t j t j t j t j t

s j i j

G PV ES L L

js t ij t j t j t j t j t j t

s j i j

P P P En P P P En P

j t
Q Q Q Q Q En Q

 

 

 

 

      


  
    



 

 
V  (2) 

, , , , 0 ,

, , , , 0 ,

( ) / (1 )
 , ( , ) ,  

( ) / (1 )

i t j t ij ij t ij ij t ij t

i t j t ij ij t ij ij t ij t

U U r P x Q U M c
i j t

U U r P x Q U M c

    
  

     

L  (3) 

 

max max

, , ,

max max

, , ,

max max

, , , ,

max max

, , , ,

, ( , ) ,
2 2

2 2

ij ij t ij t ij ij t

ij ij t ij t ij ij t

ij ij t ij t ij t ij ij t

ij ij t ij t ij t ij ij t

S c P S c

S c Q S c
i j t

S c P Q S c

S c P Q S c

  

  

  
    

    

L  (4) 

 
min max

,   , ,j j t jU U U j t    V  (5) 

 

,max

, ,

,max

, ,

0
    ,

0

G G G

j t j t j

G G G

j t j t j

P En P
j t

Q En Q

  
  

 

V  (6) 

  1

, , , tan cos     ,PV PV PV

j t j t j t jQ En P j t   V  (7) 

 

, , ,

,min ,max

, , ,

,min ,max

, , ,

,min ,max

, , ,

    ,

ch dch ES

j t j t j t

ch ch ch ch ch

j t j j t j t j

dch dch dch dch dch

j t j j t j t j

ES ES ES ES ES

j t j j t j t j

u u En

u P P u P
j t

u P P u P

En Q Q En Q

  


 
  

 


 

V  (8) 

 

,

,

, , 1 , ,

,min ,max

,

  ,  0

1
,     

,

ES ES ini

j t j

ES ES ch ch dch

j t j t j j t j t hdch

j

ES ES ES

j j t j

E E t

E E t P P t j

E E E t






  


 
          

  


  

T V  (9) 

B.  Constraints for Radial Topology 

During restoration, fault is isolated and dynamic MGs are 

formed by operating switches. According to the graph theory, 

the graph is radial if and only if the following two conditions 

are satisfied: 1) each sub-graph is a connected graph; 2) the 

number of branches equals to the number of nodes minus the 

number of sub-graphs. The single-commodity flow method is 

adopted to model the radial topology constraints [25]. To ensure 

the connectivity of sub-graphs, a fictitious network is 

constructed.  For each sub-graph, a “root node” is set to act as 

fictitious power source while other nodes are load nodes with a 

fictitious unit load demand. Then the graph connectivity is 

satisfied if at least one path exists between each load node and 

the root node. The radial structure is guaranteed by (10)-(13). 

 , ,

( ) ( )

(1 )   , ,j t ij t

i j j

c j t
 




     V  (10) 

, , , ,

( ) ( )

1 1,     \  , j t js t ij t j t

s j i j

M F F M j Sub t
 

 
 

          V  (11) 
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  , , ,   , ( , ) ,ij t ij t ij tMc F Mc i j t     L  (12) 

 , ,   ,V

ij t j t

ij j

c N Sub t
 

    
L V

 (13) 

In view of the fact that MGs or load islands are created by 

disconnecting lines, we regard the two nodes at the ends of a 

disconnected line as potential root nodes [26]. Constraint (10) 

indicates node j can be a root node if at least one of its linked 

line is disconnected. Eq. (11) is the power balance constraint 

for the fictitious network. It means that, for each node except 

the substation, it should be either a root node with unlimited 

power output ( , 1j t   to relax the constraint) or a load node 

with a unit demand ( , 0j t  ). Constraint (12) prevents fictitious 

power flowing on a disconnected line. Constraint (13) states the 

number of lines is equal to the number of nodes minus the 

number of substations and root nodes.  

C.  Constraints for node, line and switch status 

If the switch at each side of a line is closed or the line is non-

switchable, i.e. the line is not equipped with a switch, this line 

is connected. Otherwise it is disconnected, as expressed by (14). 
   1, 2, , 1, 2,2 1 2   ( , ) ,ij t ij t ij t ij t ij ty y c M y y i j t          L  (14)  

The following part establishes the relationship between the 

fault location, switch status and node status.  

Once a fault occurs on a line, power outage will propagate 

to nodes connected to the line until the nearest switches isolate 

it [10]. The parts connected to the fault will remain interrupted 

until the fault is cleared. Take line (i, j) and node j as an example; 

as depicted in Fig. 3, node j will be influenced by outage 

propagation from line (i, j) under the following two scenarios. 

Scenario A: the fault occurs on line (i, j) and there is no switch 

to isolate the outage or the switch is closed at j side of the line 

(
, 1ij tB  , 

2, 1ij ty  ). Scenario B: node i is influenced by outage 

propagation and there is no switch or the switch is closed at 

either side of line (i, j) (
, 1j tx  , 

1, 2, 1ij t ij ty y  ).  

ji

s1

s2

2, 1ij ty 

, 1ij tB 

     

ji

s1

s2

2, 1ij ty 1, 1ij ty 

, 1j tx 

 
(a) Scenario A                                       (b) Scenario B 

Fig. 3.  Scenarios where node j is influenced by outage propagation from (i, j) 

Node j will be influenced by outage propagation if at least 

one connected line satisfies the characteristics of scenario A or 

B. The constraint can be listed as follows. 

 
, 2, , 1, ,

( ) ( )

, 1, 2, , 1, 2, ,

( ) ( )

  ,

j t ij t ij t js t js t

i j s j

j t ij t ij t i t js t js t s t

i j s j

Mx y B y B

j t
Mx y y x y y x

 

 

 

 

    


  
     



 

 
V  (15) 

The upper equation of (15) is corresponding to scenario A, 

which denotes if at least one line is faulted and there is no 

switch in the open status at the j side of the line, then node j 

should be influenced by outage ( , 1j tx  ). The lower equation is 

corresponding to scenario B, i.e. if at least one adjacent node of 

node j is influenced by the outage and the intermediate line has 

no switch in open status to isolate outage propagation, node j 

will be influenced by the outage ( , 1j tx  ). 

On the other hand, if line (i, j) and node j is not belonging to 

scenario A∪B, node j should not be influenced by outage 

propagation from the path of line (i, j). Fig. 4 shows three 

scenarios which form a mutually exclusive set of A ∪ B. 

Scenario C: the switch at j side of line (i, j) is opened. Scenario 

D: there is an opened switch at i side of line (i, j) and no fault 

occurs on line (i, j). Scenario E: node i is not influenced by the 

outage and no fault occurs on line (i, j). 

ji

s1

s2

2, 0ij ty 

 

ji

s1

s2

1, 0ij ty 

, 0ij tB 

 

ji

s1

s2

, 0ij tB 

, 0i tx 

 
(a) Scenario C               (b) Scenario D                   (c) Scenario E 

Fig. 4.  Scenarios where node j is not influenced by outage propagation from 

the path of line (i, j) 

If all nodes and lines in a connected graph belong to C∪D∪E, 

the nodes in the graph should not be influenced by outage 

propagation, i.e. 
, 0j tx  . Similar to Section B, a fictitious 

network is constructed to identify whether there is an 

interrupted node in the connected graph where node j resides. 

2, , 1, , , 2, , 1, ,

( ) ( ) ( ) ( )

                                                                                                     

ij t ij t js t js t j t ij t ij t js t js t

i j s j i j s j

M y B y B W M y B y B
      

   
           

   
   

      ,j t  V

(16) 

 , , , ,

( ) ( )

  ,  ,f f

js t ij t j t j t

s j i j

F F W x j t
  

       V  (17) 

 , , ,   , ( , ) ,f

ij t ij t ij tMc F Mc i j t     L  (18) 

where ,j tW denotes the fictitious power output from an 

interrupted node. Constraint (16) sets ,j tW  as 0 if all connected 

lines of node j belongs to C∪D∪E. Constraints (17) ensures 

, 1j tx   only if the fictitious unit load can be served by a 

fictitious power source, i.e. there is at least one path between 

node j and an interrupted node. Otherwise, , 0j tx  . Constraint 

(18) limits fictitious power flow on a disconnected line to be 0. 

Scenarios A to E include all possible ways in which power 

outage affects the node through the connected lines. Therefore 

constraints (15)-(18) strictly determine the status of each node 

in the network if switches status and the locations of multiple 

faults are given. A description is provided in Appendix to show 

the completeness of the scenarios.  

D.  Energization Status of DERs 

The dispatchable DG and substation influenced by power 

outage propagation should be disconnected. Moreover, for the 

node without a controllable generator, the relevant energization 

status variable is set as 0. 

 
 , ,1    ,  ,G

j t j tEn x j t    V
 (19) 

  , 0  ,   \  ,G

j t GEn j Sub t    V  (20) 

For PVs and ESSs, we assume they can connect to the 

system only if at least one energized controllable generator is in 

the same island to control the voltage and frequency [27]. To 

judge the connection between each node and a controllable 

generator, another fictitious network is constructed. The 

energization status of PVs and ESSs are represented by (21) and 

(22). 
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 

 

, , , , ,

( ) ( )

, , ,                                         ,    ,

G PV ES G G

j t j t j t js t ij t

s j i j

G PV ES

j t j t j t

M En En En F F

M En En En j t

  

     

      

 

V
 (21) 

  , , ,   , ( , ) ,G

ij t ij t ij tMc F Mc i j t     L  (22) 

Constraint (21) represents the nodal power balance for the 

fictitious network. For the node with an energized controllable 

generator ( , 1G

j tEn  ), the constraint for node j is relaxed, which 

means node j can be a fictitious power source and the power 

output is unlimited. Then the PV unit or ESS at the same 

connected graph can receive the fictitious power flow, i.e. the 

PV unit or ESS can be energized. Constraint (22) forces 

fictitious power flow on a disconnected line to be 0. 

E.  Repair Crew Dispatch and Operation Time Constraints 

Fig. 5 shows an example of the routing path of a repair crew. 

After leaving the start point SP, it first travels to open a MS, 

then repairs fault components. If the carried resources are not 

enough to fix a component, the repair crew goes back to the 

depot to pick up resources. After faults are fixed, it closes the 

MS to reconnect the load island and finally returns to the return 

point RP.  

 

1 2 3 4

L1 L2 L3 L4

MS fault1RCSCBDistribution 
network

5

L5

fault2

fault1SP

Repair crew routing path

MSopen

MScloseVehicle 
routing 
graph fault2

Depot
RP

 

Fig. 5.  Distribution network and repair crew routing path 

The routing problem is defined in terms of a graph 

,G N E  where N represents the vertices containing the 

depots, MSs and damaged components. E represents the edges, 

i.e. the travel paths between two vertices.  

For each MS, we set two vertices at the same location to 

represent a closed switch to be opened and an open switch to be 

closed by the repair crew. For example, the vertices in Fig. 5 

are {SP, MSopen, MSclose, fault1, fault2, depot, RP}. In doing so, 

the repair crew can arrive at a MS twice to fulfill fault isolation 

and load island reconnection while satisfying the constraint that 

a vertex cannot be visited more than once, which is necessary 

for crew routing formulations based on the vehicle-routing 

problem (VRP). The crew routing and operation time 

constraints are: 

 , , , , 0 , ,m c n n c m

m SP m RP

X X n c Crew
 

     
N N

N  (23) 

 , , ,   , ,n c n c m

m RP

X n c Crew


   
N

N  (24) 

, , , , , , , , ,(1 ) (1 )     

                             , ,

start opera travel arrive

n c m n c n c n c m m c n c mX M t t t t X M

n SP m RP c Crew

       

   N N
 (25) 

 , , ,0   arrive start

n c n c n ct t M n c Crew      N, ,  (26) 

 , 0     ,start

SP ct c Crew   (27) 

 
 

 

,

, , , ,

1

, , ,                      1   

hT
start opera MS open

n c n c n c ij t

c Crew t

start opera open

n c n c n c

c Crew

t t t f

t t n MS



 

 



  

     

 

 ,
 (28) 

 
 

 

,

, , , ,

1

, , ,                      1   

hT
start opera MS close

n c n c n c ij t

c Crew t

start opera close

n c n c n c

c Crew

t t t f

t t n MS



 

 



  

     

 

 ,
 (29) 

 

 

, , , ,

1

, , ,                      1   

hT
start opera fix

n c n c n c ij t

c Crew t

start opera

n c n c n c

c Crew

t t t f

t t n DN



 

 



  

     

 

 ,
 (30)

 
,

, ,

1

1 , ,  1,2
hT

MS open open

ij t n c

t c Crew

f n MS  
 

       (31) 

 
,

, ,

1

1  , ,  1,2
hT

MS close close

ij t n c

t c Crew

f n MS  
 

        (32) 

 , ,

1

1  ,
hT

fix

n t n c

t c Crew

f n DN
 

      (33) 

Constraint (23) ensures for each damaged component or MS, 

one repair crew arriving at it should also leave it. In constraint 

(24), variable ,n c  is used to record whether crew c has repaired 

damaged component n or operated MS n. Constraint (25) 

indicates that for each crew, the time to start repairing damaged 

component n or operating MS n adding the repair/operation 

time of component/MS m and the traveling time between n, m 

is equal to the arrival time of m. Constraint (26) states the time 

to start repairing or operating m should be later than the arrival 

time of m. Moreover, if component/MS n is not visited by a 

crew, the start and arrival time for this crew at n is set as 0. 

Constraint (27) forces the start time at the start point to be 0. In 

constraint (28), 
,

,

MS open

ij tt f   is the time when MS n is opened, 

where   is 1 or 2 depending on the side at which the nth MS is 

deployed. 
,

,

MS open

ij tt f   is restricted by the start time and operation 

time. Similarly, constraint (29) determines the time to have MS 

n closed. Constraint (30) determines the time when damaged 

component n is brought back to normal status. Constraint (31) 

means MS n can be opened only if it is visited by one repair 

crew. Moreover, at most one crew is permitted to participate in 

opening it. Constraints (32), (33) are similar to (31) and related 

with closing a MS and fixing a damaged component. 

F.  Resources pick up Constraints 

If the carried resources are not enough to fix the rest of the 

damaged components, the repair crew returns to the depot to 

pick up resources. The resources pick up constraints are listed 

as follows [11]:  

 , , , ,  R C

r c m r c

r

Cap E Cap m c Crew


  N  (34) 

, ,, ,, , ,  ,  mn c m

n

r r

P

m c

S

E m r c CrewX


  
N

N  (35) 

   

 

,, ,, , , ,, ,1 1

                     , ,\   ,  

m c n m c n

c c

c m r m r c n rM E E M

n c C r

X X

m SP w RP rew



 

     

N N
 (36) 

 
   , , , , , , , , , ,1 1

                                              ,,   ,  

C

w c n c w r c w r c n r w c nX X

r

M E Res E M

w n c Crew

      

  N
 (37)   

 
   , , , , , , , ,

                                       

1

   

1

,  ,  

c c c

c

C

SP c n c SP r c n r SP c nM X Res E M X

n c Crew rRP

     

  N
 (38) 

Constraint (34) ensures that the amount of carried resources 

by one crew should be limited by the crew’s capacity. 

Constraint (35) indicates that the crews can travel to a 

component only if they have enough resources to repair it. 

Constraint (36) ensures if a crew travels from component m to 

n, the resources that the crew has when arriving at n equals to 

the carried resources at m minus the required resources to repair 
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m. If a crew goes to depot w to pick up resources, the unit 

number of carried resources increases by , ,

C

c w rRes , which is 

enforced by (37). Constraint (38) states the unit number of 

resources that the crew has at the first damaged component is 

equal to the initial resources obtained at the starting point.  

G.  Coupling Constraints 

The statuses of switches and damaged components are 

altered by repair crews and DS operators, which is described as:  

 

 

,

, , , 1

,

,                       ( , ) , ,  1,2

RCS MS MS open

ij ij ij t ij t ij t

RCS MS MS close

ij ij ij t

y y f M y y

y y f M i j t

    

   

   

     L
  (39) 

 
'

, , '

' 1

  ( , )
t t

fix

ij t ij t

t

Fix f i j L




   ,  (40) 

Constraint (39) denotes the switch status can be changed at 

time step t if one of the following conditions is satisfied: 1) the 

switch is a RCS ( 1RCS

ijy   ) and 2) the switch is a MS ( 1MS

ijy   ) 

and the operation of the switch is completed by the repair crew 

at time step t (
,

, 1MS open

ij tf    or 
,

, 1MS close

ij tf   ). In constraint (40), 

binary variable ,ij tFix  denotes whether the damaged component 

has been fixed at time step t.  

If damaged component n is found out by damage assessors  

( 1check

ijf  ) and repaired by repair crews ( , 1ij tFix  ), it returns to 

normal status ( , 0ij tB  ). Moreover, if a component hasn’t been 

checked by assessors ( 0check

ijf  ), it is regarded as a potential 

damaged component ( , 1ij tB  ), which is constrained by (41). 

 , ,1   , ( , ) ,  check

ij t ij ij tB f Fix i j L t      (41) 

For the definite non-fault components which don’t need to 

be checked by damage assessors, parameter 
check

ijf  is set as 1. 

H.  Rolling Optimization for Service Restoration 

The final form of the proposed service restoration model is 

as follows. 

Objective: (1) 

s.t. (2)-(41). 

The terms of multiplication of binary variables such as 

2, ,ij t ij ty B  and 
1, 2, ,ij t ij t i ty y x  in constraints (15), (16) can be 

linearized to transform the model into a mixed-integer linear 

programming (MILP) problem. The linearization processes are 

represented by (42), (43). 
2

2, ,

y B

ij ij t ij tz y B ,  2 2 2

2, , 2, ,,   ,   1
y B y B y B

ij ij t ij ij t ij ij t ij tz y z B z y B      (42) 

1, 2, ,

1, 2, , 1, 2, , ,  ,  , 2

yx

ij ij t ij t i t

yx yx yx yx

ij ij t ij ij t ij i t ij ij t ij t i t

z y y x

z y z y z x z y y x

 


      

 (43) 

The flowchart of the service restoration model coordinated 

with damage assessment is depicted in Fig. 6. 

At time h, for time horizon Th, solve the proposed 

service restoration model

Fault is found by 
damage assessors at h-1?

Damage assessment starts

Set time step h=0

h=h+1

Update parameters

All component are checked 
by damage assessors?

No

Implement the latest decisions until all 

faults are cleared

Yes

Done

Yes

No

Implement the latest decisions at h

h=h+1

  
Fig. 6.  Flowchart of the coordination mechanism 

After damage assessment starts, at each time step, para-

meters are updated to initialize the model solution if new faults 

are revealed at the previous time step. The updated parameters 

include start point SPc, damaged component set DN, line check  

status 
check

ijf , initial switch status ,0ijy  , carried resources at the 

start point , ,c

C

c SP rRes , required resources req

nRes , remaining repair 

/operation time ,

opera

n ct , travel time from the start point to each 

vertex , ,

travel

SP c nt  and initial stored energy of ESS 
,ES ini

jE . After the 

parameters update process, the proposed service restoration 

model is solved and the obtained restoration decisions are 

implemented at the current time step. If no fault is found out at 

the previous time step, the repair crews and system operators 

will proceed to implement the latest decisions. This procedure 

is repeated until all potential fault components are checked by 

damage assessors. After that the latest decisions will be carried 

on to complete the restoration.  

The selection of time horizon Th plays an important role in 

improving model performance. A shorter horizon could result 

in short-sighted decisions which may impede crews to fix the 

components requiring long repair time. On the other hand, 

selecting a longer horizon increases the deviation between input 

parameters and the uncertainties realization and also increases 

the computational burden. Th can be determined via the 

following approach including 3 steps: 1) cluster the identified 

damaged components to each crew to minimize the largest time 

spent by crews in repairing all assigned components without 

considering the travel time; 2) obtain a feasible routing path of 

each crew to traverse and repair the assigned components 

considering resources pick up requirements; 3) calculate the 

time spent by each crew and set Th slightly larger than the 

maximum time to allow possible switch operations. 

IV.  CASE STUDY  

The proposed model is first applied to a 70-node test system 

[28] to demonstrate the implementation process. Then it is 

applied to the IEEE 123-node system [29] to validate the model 

effectiveness. The problems are modeled in MATLAB and 
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solved by Gurobi 9.1.0 on a PC with Intel Core i7-6700 3.40 

GHz CPU and 16 GB RAM. MIP gap of Gurobi is set as 0.5%. 

Assume the damage assessment starts at 12:00 a.m. The 

duration of 1 time step is set as 15 min. Four types of resources 

are required to fix all the faults and the required capacities of 

one unit of the 4 types of resources are {3,2,5,2}. Maximum 

carrying capacity of each repair crew is 30. The carried unit 

number for the 4 types of resources at the start point of each 

crew is set as {3,3,1,3}. The operation time to open or close a 

MS is set as15 min. 

A.  70-Node Test System 

1) Test system and case design 

The 70-node test system is shown in Fig. 7. It has 2 

substations, 4 feeders, 70 nodes and 78 branches. The capacity 

of each substation is set as 5 MVA. The system has been 

modified by adding 4 CBs, 11 RCSs, 6 MSs, 4 dispatchable 

DGs rated at 500 kW / 250 kVAr, 1 PV rated at 50 kW and 1 

ESS rated at 50 kW/200 kWh. The normalized profile of PV 

output is set according to Ref. [30]. The line capacity is 1.5 

MVA. The load data can be found in [28]. Total load of the 

system is 4468kW. 

Assume an extreme event caused 4 faults at line L68-69, 

L10-11, L18-19 and L32-39 respectively. The CBs at L1-2, L1-

16 and L30-70 are triggered to interrupt the downstream feeders. 

The potential fault parts are divided as 3 areas (A1-A3) 

according to the damage assessors patrol progress, as shown in 

Fig. 7. At the end of each time step, one area is checked, i.e. 

damage assessment of A1-A3 is completed at 12:15, 12:30, 

12:45. Three repair crews are deployed at the depot. The repair 

time of each damaged component is set as 1h. Required 

resources of damaged components are listed in Table I. Travel 

time between two vertices (the depot, damage components and 

MSs) is set in the range of 9~21min (0.6~1.4 time step). 
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Fig. 7.  Modified 70-node test system 

TABLE I 
REQUIRED RESOURCES OF DAMAGED COMPONENTS 

Damaged component L68-69 L10-11 L18-19 L32-39 

Required units of resources 

(type A/B/C/D) 
1/0/0/1 1/1/0/0 0/1/1/0 0/0/2/0 

2) Numerical results 

The service restoration starts at 12:15 and we set 12:15-

12:30 as time step 1. The optimization is solved at the start of 

time step 1, 2, 3 respectively with time horizon Th=10. The 

repair crew routing decisions are listed in Tables II-IV, where 

MSO denotes opening a MS and MSC denotes closing a MS. 

The bracket after an arrow notes the start and end of travel time 

while the bracket after a component/MS notes the start and end 

of operation time. The computational time for the 3 

optimization problems is 32s, 153s and 290s, respectively. 
TABLE II 

REPAIR CREW ROUTING DECISION MADE AT TIME STEP 1 

Crew 1 SP1  → (12:15-12:27) MSO7-68 (12:30-12:45) → (12:45-12:45) MSC7-68 (13:30-13:45) →RP1 

Crew 2 SP2 → (12:15-12:33) L68-69 (12:45-13:45) →RP2 

Crew 3 SP3 → (12:15-12:24) L10-11 (12:30-13:30) →RP3 

TABLE III 
REPAIR CREW ROUTING DECISION MADE AT TIME STEP 2 

Crew 1 SP1  → (12:30-12:30) MSO7-68 (12:30-12:45) → (12:45-12:54) L68-69 (13:00-14:00) →RP1 

Crew 2 SP2 → (12:30-12:45) MSO17-23 (12:45-13:00) → (13:00-13:09) L18-19 (13:15-14:15) → RP2 

Crew 3 SP3 → (12:30-12:30) L10-11 (12:30-13:30) → (13:30-13:48) MSC7-68(14:00-14:15) → RP3 

TABLE IV 
REPAIR CREW ROUTING DECISION MADE AT TIME STEP 3 

Crew 1 SP1  → (12:45-13:00) MSO32-33 (13:00-13:15) →(13:15-13:36) L18-19 (13:45-14:45)→RP1 

Crew 2 
SP2 → (12:45-12:45) MSO17-23 (12:45-13:00) →(13:00-13:09)depot(13:09-13:09)→(13:09-

13:30) L32-39 (13:30-14:30) → (14:30-14:45) MSC7-68 (14:45-15:00) →RP2 

Crew 3 SP3 → (12:45-12:45) L10-11 (12:45-13:30) → (13:30-13:45) L68-69 (13:45-14:45)   → RP3 

At the start of time step 1, potential faulted area A1 is 

checked and faults L68-69, L10-11 are identified, crew 1 is 

scheduled to open MS7-68 to restore load at node 2-9 and then 

close MS7-68 after fault L68-69 is repaired to restore load 68 

and 69. Crew 2, 3 are scheduled to repair the two faults. At the 

start of time step 2, crews 1, 3 arrive at their targets while crew 

2 is on the way to fault L68-69. Area A2 is checked and fault 

L18-19 is found. The optimal dispatch decision is updated. 

Crew 1 starts to open MS7-68 and crew 3 starts to repair L10-

11. Crew 2 is dispatched to travel to MS17-23. At the start of 

time step 3, all potential faulted areas are checked and the final 

routing decision is updated as shown in Table IV. It can be seen 

by this moment, MS7-68 has been opened by crew 1 and the 

repair of L10-11 by crew 3 has lasted for 15 mins. The required 

resources of fault L32-39 is beyond the hold of crew 2, so the 

crew is dispatched to pick up resources from the depot before 

repairing L32-39.  

All loads are restored at 15:00. The switch operation, fault 

repair and load restoration in actual execution are shown in 

Table V. It can be seen that an increase in served load usually 

results from fault isolation, fault repair and island reconnection. 

TABLE V 
SWITCH OPERATION, FAULT REPAIR AND LOAD RESTORATION IN ACTUAL EXECUTION 

Time (End of 

time step #) 
Fault location MS/CB/RCS operation 

Fault brought to 

normal status 

Served 

load (kW) 

12:15 (0) L68-69, L10-11   \ 

12:30 (1) L18-19 open RCS4-10  1244 

12:45 (2) L32-39 open MS7-68, close CB1-2  1691 

13:00 (3)  
open RCS39-40, MS17-23  

close RCS29-64, RCS45-60 
 2497 

13:15 (4)  
open RCS45-60, MS32-33,  

close RCS9-50, RCS38-43 
 3471 

13:30 (5)  close RCS15-46 L10-11 3727 

13:45 (6)    3727 

14:00 (7)    3727 

14:15 (8)    3727 

14:30 (9)  close CB30-70 L32-39 4030 

14:45 (10)  close CB1-16 L68-69, L18-19 4328 

15:00 (11)  close MS7-68  4468 

Fig. 8 shows the reconfiguration and load restoration results 

at13:00 and 15:00. After opening MS17-23, RCS39-40 and 

closing RCS29-64, RCS45-60 before 13:00, the faults at L18-

19 and L32-39 are isolated, then load 23-29, 40-46 is energized 
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by substation 70 together with DG 54 and ESS 26, as shown in 

Fig. 8 (a). After faults are cleared, the isolated parts such as 

nodes 68 and 69 can be reconnected, as shown in Fig. 8 (b). 

2

1

3

4

5
6

7

8

9

15

68

69

50

10

11

12

13

14

16

17

18

19

20

21

22

67

6643

47

33 32

31

30

39 40

34

3548

49

41

42

36

37

38
46

65

62

23
24

25

26

27

28

29

63
64

53

52

51

54

55
56

61

44 45

57

58
59

60

70

DG

DG

DG

DG

PV

E

Load picked up

MGs

     

2

1

3

4

5
6

7

8

9

15

68

69

50

10

11

12

13

14

16

17

18

19

20

21

22

67

6643

47

33 32

31

30

39 40

34

3548

49

41

42

36

37

38
46

65

62

23
24

25

26

27

28

29

63

64

53

52

51

54

55
56

61

44 45

57

58
59

60

70

DG

DG

DG

DG

PV

E

 
(a) 13:00                                                  (b) 15:00 

Fig. 8.  Reconfiguration and load restoration results at 13:00 and 15:00 

B.  123-Node Test System 

1) Test system and case design 

As shown in Fig. 9, the modified IEEE 123-node system has 

1 substation with the capacity of 5MVA. There are 6 

dispatchable DGs, 2 PV units and 1 ESS. Parameters of DERs 

are set the same as the 70-node test system in Section IV.A. 3 

CBs, 6 RCSs and 6 MSs are added. Five faults occur at line 

L64-65, L67-119, L52-118. L93-94 and L108-109. The CB at 

L13-118 is opened to interrupt the downstream network. The 

potential fault parts A1-A4 are checked at 12:15, 12:30, 12:45 

and 13:00. 2 repair crews are deployed at depot 1 and 1 repair 

crew is deployed at depot 2. The required repair time and 

resources of damaged components are shown in Table VI. 

Travel time between two vertices is set in range of 15~30min. 
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Fig. 9. Modified 123-node test system 

TABLE VI 
REQUIRED RESOURCES OF DAMAGED COMPONENTS 

Damaged component L64-65 L67-119 L52-118 L93-94 L108-109 

Repair time 1h 1h 1h 1.5h 1.5h 

Required units of resources 

(type A/B/C/D) 
1/0/0/1 1/1/0/0 0/1/1/0 0/2/0/1 0/0/2/0 

2) Effect of coordinating with damage assessment 

To show the effect of restoration in coordination with 

damage assessment, the following 3 cases are compared: 

Case 1: the proposed model. 

Case 2: service restoration is conducted after damage 

assessment of the whole system is completed. 

Case 3: isolation is performed during damage assessment to 

divide the potential faulted areas into multiple node cells, i.e. 

groups of system components interconnected by non-

switchable lines [12]. Then service restoration is implemented 

after damage assessment of the whole system is done. 

 In case 3, the time spent on the damage assessment stage is 

assumed to be 90 mins. The additional 30 mins are spent in 

opening all MSs in the potential faulted areas. In both cases 2 

and 3, the intimal carried resources of each crew are adjusted 

and the crews don't need to go back to replenish resources since 

the restoration decisions are made after all faults are assessed. 

The repair crew dispatch of the 3 cases starts at 12:15, 13:00 

and 13:30 respectively. The crew routing paths of the 3 cases 

are sketched in Fig. 10. A difference between the routing paths 

can be observed. In Fig. 10 (a), the routing path for case 1 

generally extends as damage assessment progresses. In Fig. 10 

(b), since all faults are explicit, the repair crews follow a 

globally optimal routing path. In both cases, MS87-89 is opened 

earlier because it is an important step to isolate faults and 

restore load 72-88. In Fig. 9 (c), the crews are mainly dispatched 

to repair damaged components because fault isolation is done 

beforehand. The detailed fault repair and switching timetable is 

shown in Table VII. It can be seen that restoration of case 1 is 

finished 30 mins earlier than the other 2 cases.  

The load and energy restoration results of the 3 cases are 

presented in Figs. 11 and 12. The restored load curve of case 1 

is highest in most time steps. Total served energy of case 1 

during 12:15-16:30 is 11715 kWh, which is 7.5% higher than 

the value of case 2, i.e., 10901 kWh, and 13.8% higher than case 

3, i.e., 10290 kWh. It can be concluded that through 

coordinating restoration with damage assessment, the 

restoration effect is notably improved and restoration time is 

reduced. Moreover, restoration effect of case 2 is slightly 

superior to that of case 3 because the non-optimal preliminary 

isolation postpones the start of fault repair. 

TABLE VII 
FAULT REPAIR AND SWITCH OPERATION TIMETABLE OF CASE 1-3 

Time (End of 

time step #) 
Case 1 Case 2 Case 3 

13:15 (4) 
open MS87-89, RCS97-120, 

RCS67-72 
  

13:30 (5) repair L52-118, L64-65 
open MS87-89, MS105-108, 

RCS67-72, RCS97-120 

open all switches in faulted 

areas 

13:45 (6) 
open MS60-119 

close CB13-118 
  

14:00 (7) open MS105-108   

14:15 (8)   close RCS54-94 

14:45 (10) 
repair L93-94 

close RCS54-94 
repair L52-118, L64-65 

repair L93-94, L52-118, 

L64-65  close CB13-118 

15:00 (11)  

repair L67-119 

close RCS67-72, RCS97-

120, CB13-118 

 

15:15 (12) close MS87-89  close MS87-89 

15:30 (13) 

repair L67-119 

close RCS67-72, RCS97-

120 

  

16:00 (15) 
repair L108-109 

close RCS117-122 

repair L93-94 

close RCS54-94 
 

16:30 (17)  
repair L108-109 

close RCS117-122 

repair L67-119, L108-109 

close RCS67-72, RCS97-

120, RCS117-122 
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(a) Case 1                                                                     (b) Case 2                                                                    (c) Case 3 

Fig. 10.  Repair crew routing paths of 3 cases 

 
Fig. 11.  Load restoration results of 3 cases 

 
Fig. 12.  Energy restoration results of 3 cases 

3) Impact of component repair time 

The variation of fault repair time may affect the crew 

dispatch decision and restoration efficiency. To analyze the 

influence, we adopt a parameter RT, which ranges from 0.5 to 

2, as the multiplier of base repair time shown in Table VI for 

each damaged component. Table VIII shows the sequences of 

MS operation / fault repair completion time under RT=0.5, 1, 

1.5 and 2. 
TABLE VIII 

ACTION SEQUENCE UNDER DIFFERENT REPAIR TIME 

Order of 
actions 

1 2 3 4 5 6 7 8 

RT=0.5 MS60-119 
L52-118 

MS105-108 L93-94 L67-119 L108-109 
 

 
L64-65 

RT =1 MS87-89 
L52-118 

MS60-119 MS105-108 L93-94 MSC87-89 L67-119 L108-109 
L64-65 

RT =1.5 MS87-89 MS60-119 
L52-118 

MS105-108 MSC87-89 L93-94 L67-119 L108-109 
L64-65 

RT =2 MS87-89 MS105-108 

L52-118 

L93-94 MSC87-89 L67-119 L108-109  L64-65 

MS60-119 

As RT increases, the MS operation sequence changes 

obviously. When RT=0.5, crews only need to open MS60-119 

and MS105-108 because faults will be cleared within a short 

time and isolating is not a priority. Moreover, as RT varies from 

1.5 to 2, the operation of MS60-119 is postponed. It is because 

repairing faults L52-118, L64-65 and L67-119 will take a lot of 

time and opening MS60-119 before {L52-118, L64-65} or L67-

119 is repaired is not helpful for load restoration. The load 

restoration curves under RT=0.5, 1, 1.5, 2 are compared in Figs. 

13. It can be seen that the restoration efficiency is highly 

dependent on component repair time.  

 
Fig. 13.  Load restoration results under RT=0.5, 1, 1.5, 2 

To further investigate the impact of component repair time, 

we compare the influence of repair time variation on the 

effectiveness of different restoration strategies. The 3 cases 

designed before is simulated with RT=0.5, 1, 1.5 and 2. Total 

curtailed energy for the cases during the restoration process is 

shown in Fig. 14. 

 
Fig. 14.  Total curtailed energy of 3 cases under RT=0.5, 1, 1.5, 2 

It can be seen that under all values of RT, case 1 is always 

ahead of the others in restoration performance, which validates 

the effectiveness of the proposed model once again. In addition, 

as repair time increases, the difference between the effect of 

case 1 and the other cases is gradually reduced. An important 

reason is that coordinating with damage assessment allows 

crews to repair some components earlier, nevertheless repairing 

these components first may not be the optimal decision had the 

DS operators obtained the global damage status information.  

V.  DISCUSSION AND CONCLUSION  

This paper proposed an optimal DS restoration model 

considering the coordination with damage assessment. The 

restoration measures including fault isolation, reconfiguration, 

fault repair and network reconnection were integrated. The 

restoration schedule was updated as damage assessment 

progresses. Constraints describing the relationship between 

fault location, switch status and node status were formulated to 
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obtain the optimal switching and crew dispatch decisions. 

Numerical studies demonstrated the effectiveness of the 

coordination mechanism.  

An important issue in DS restoration is the uncertainties of 

load, renewable power generation and repair time. To obtain 

high-quality and accurate solutions, there is a need to improve 

the proposed model by characterizing the uncertainties and 

developing effective algorithms. Moreover, demand response 

technologies have great potential to mitigate power outage 

losses. In addition, in future work, it is meaningful to improve 

the model by considering the three-phase unbalanced operation 

of DS. 

APPENDIX 

This appendix provides the description of the completeness 

of constraints (15)-(18) in determining the exact status of each 

node in the network if switches statuses and the locations of 

multiple faults are given. 

Take line (i, j) affecting node j as an example, the description 

is as follows. Define a three-dimensional array (a, b, c), where 

a can be 0, 1, 2 or 3. a=0 denotes the switches at both sides of 

line (i, j) are opened. a=1 denotes the switch at i side of line (i, 

j) is opened while the switch at j side is closed or there is no 

switch at j side. Contrarily, a=2 denotes only the switch at j side 

of line (i, j) is opened. a=3 denotes the switch at each side of 

line (i, j) is closed or no switch exists at the side. b can be 0 or 

1. If line (i, j) is faulted, b=1. Otherwise b=0. c can be 0 or 1. If 

node i is influenced by outage propagation, c=1, or c=0. Array 

(a, b, c) has 16 possible values, representing all possible status 

of line (i, j) and node i. The inclusion of these status in scenarios 

A to E is shown in Table A1. 

TABLE B1 
LINE STATUS INCLUDED IN SCENARIOS A-E 

A：(1,1,0), (1,1,1), (3,1,0), (3,1,1) A∪B：(1,1,0), (1,1,1), 

(3,1,0), (3,0,1), (3,1,1) B：(3,0,1), (3,1,1) 

C：(0,0,0), (0,0,1), (0,1,0), (0,1,1), (2,0,0), (2,0,1), 

(2,1,0), (2,1,1) 
C∪D∪E：(0,0,0), (0,0,1), 

(0,1,0), (0,1,1), (1,0,0), 

(1,0,1), (2,0,0), (2,0,1), 

(2,1,0), (2,1,1), (3,0,0) 

D：(0,0,0), (0,0,1), (1,0,0), (1,0,1) 

E：(0,0,0), (1,0,0), (2,0,0), (3,0,0) 

It can be seen that A∪B and C∪D∪E are complementary 

events and 5 scenarios include all possible ways in which power 

outage affects node j through line (i, j). Since Table A1 is 

applicable to describe the influence of any connected line on 

node j, the completeness of scenarios A to E and the 

corresponding constraints is proved. 
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