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Abstract— Large-scale compressed air energy storage (CAES) is 

conventionally used in power systems. However, application of 
CAESs at the distribution level is limited because of differences in 
design and efficiency. On the other hand, application of electrical 
batteries suited for distribution networks (DNs) faces also challenges 
from high investment cost and significant degradation. In this 
regard, this paper presents the participation of an active distribution 
system equipped with a small-scale CAES (SCAES) in the day-ahead 
wholesale market. To make CAES applicable to DNs, thermal-
electrical setting design of the SCAES coupled with a packed-bed 
heat exchanger is adopted in the operation of the grid, where SCAES 
performs as an energy storage for DNs to surpass existing 
deficiencies of battery banks. The electrical/thermal conversion rate 
has been modeled for the SCAES operation. Moreover, the 
operation strategy of the SCAES is optimally coordinated with an 
electric vehicle charging station (EVCS) as an alternative energy 
storage technology in deregulated DNs. To make EVCS simulation 
more realistic, Gaussian Copula probability distribution function is 
used to model the behavior of the EVCS. The results obtained from 
different case studies confirm the value of SCAES as a reliable 
energy storage technology for DNs.    
 

Index Terms— Active distribution system, day-ahead wholesale 
market, small-scale compressed air energy storage, electric vehicles, 
solar distributed generation. 
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NOMENCLATURE 

A. Indices 

1) Subscripts 

1,2 
Index for inlet and outlet of SCAES compressor, PBHE, 
and expanderܽݏ Index for air reservoir tank ݂ Index for fluid

k Index of PEVݎܽ Index for particle of heat exchanger ݏ Index for solid 
t Index of time 1ݐ, 2ݐ Index for the time 1ݐ and  the time ݈݉ݒ 2ݐ Index for volumetric heat transfer coefficient

2) Superscripts 
AE Index for SCAES
al Index for active power loss of the gridܽݎ Index for arrival of PEVs to PEVs ܤ Index for buses of the grid 
buy Index for buying power from day-ahead market݉ܥ Index for compressor 
CS Index for EVCS݂ܿ݀ Index for CDF based data generation  ܿℎ Index for charging mode of SCAES ܿ݉ Index for power consumption mode EVCSܦ Index for load demand 
DA Index for day-ahead market ݀݅ Index for discharging mode of SCAES݀ Index for arrival of PEVs to PEVs ܸܧ Index for PEVݔܧ Index for expanders݁ݔ Index for exported power to upstream grid
GR Index for grid݃ܽ Index for exhausted gas ݃݉ Index for power generation mode of EVCS݅݉ Index for imported power from upstream grid ݈ Index for branch number of grid  ݈ Index for any pressure loss before air reaches the air store
PB Index for PBHEܸܲ Index for solar units݈݁ݏ Index for selling power to day-ahead marketܿݐ Index for hourly total capacity of EVCS

B. Constants ܣ Area of heat exchanger ݅ܤ Biot numberܽܥ( .	) Electrical capacity, (	.  ܿ Specific heat capacity of the fluid mass ܸܧ/ܵܪܥ=(
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2ܿ Specific heat of the air in constant pressure ܿ Specific heat capacity of PBHE ܿ௦ Specific heat capacity of the solid mass ܿ௩ Specific heat of the air in a constant volume݀	 Particle diameter ܴܪௗ  Fuel heat rate for discharging phase of SCAES ܮ Characteristic length scale for heat transfer ܰ௨௦ Number of grid buses ܰௌ Number of available chargers in EVCS ܰ Number of grid branches ்ܰ Number of hours in scheduling ܰܩ Cost of natural gas തܲோ் Maximum load demand of grid ܲ௫ா,(.) Maximum electric power of SCAES, (	. ௌ௧௫ ݔܧ,݉ܥ=(  Maximum storage pressure in SCAES reservoir tank ܴ Specific molar gas constant ݎ The electrical resistance of branch (ܵ	.	)ா Capacity of air tank of SCAES, (	.  ݔܽ݉,݊݅݉=(

(ܵ	.	)ா Air stored in SCAES tank (	. )=݅݊݅,  ,for first hour ݐܰ
last hour ܱܵܥ(	.	)ா  SOC of PEVs when entering EVCS, (	.   ܶ Temperature of ambient  ݔܽ݉,݊݅݉=(

ܸா,(.) Minimum energy equal to compressed/expanded air (	. )=ܿℎ, ݀݅ 
ܸ௫ா,(.) Maximum energy equal with compressed/expanded air (	. )=ܿℎ, .	) ,Variable operating cost of SCAES(	.	)ܯܱܸ ݅݀ )=ܿℎ, .	) ,) Efficiency of chargers in EVCS	.	ௌ,(ߟ ௌ Charging/discharging capacity of chargers in EVCSߛ Ratio of specific heats defined as ܿ/ܿ௩ ߛ  ݅݀ )=ܿ݉, .	) ,,(.) Polytropic efficiencyߟ ݉݃ )=ܿℎ, ݀݅ for charging and 

discharging  ∆݉ Each increment of air  ∆ݖ A slice of height in PBHE ߝ Void fraction ߨ(.) Price of electricity in the day-ahead 
market,	(	. ,݈݁ݏ=(  ݕݑܾ

C. Variables ܽ(.) Energy conversion rate of SCAES,	(	. )=ܿℎ, ௗܤ  ݅݀  
Exergy destruction in one of compressor, expanders, or 
PBHE ݈ܤ Exergy remaining loss in one of PBHE, exhausted gas

E Level of electrical stored energy in EVCS ܩ Core mass velocity ℎ Enthalpy of the fluid ݅ Electrical current of branch  
m Mass of air ݊ Number of potential serving-charger in EVCSܱܥ Operating cost of SCAES ܲ Electric active power ܲܥ Operating cost of grid due to power loss 	 Pressure of the fluid ܴ݁ݒ Revenue harvested from transactions with marketܵ Level of stored energy in air tank ܱܵܥ EVCS’s state of charge ݏ Entropy of the fluid ܶ Temperature of the fluid ܶܿ Required time for charging PEVs ܷ Binary variable indicating ON/OFF or active/deactivateܸ Energy equal with compressed/expanded airܸ݈ Per-unit of voltage at load points 

Density of the massℎ ߩVelocity of the fluid ܹ Work ݒ Heat transfer coefficient ߣ Thermal conductivityߟ Energy efficiency of SCAES 

I. INTRODUCTION 

A. Background and Scope  

NTEGRATION of distributed energy resources (DERs) into 
distribution level and utilization of various types of energy 
storage (ES) technologies and responsive loads have led to the 

emergence of new distribution grids which are known as active 
distribution systems (ADSs) [1]. The concept of ADS 
encompasses various aspects in which the capability of real-time 
monitoring of the network and the flexibility of DERs and ESs 
are of great importance to increase the hosting capacity of low-
voltage grids. In recent years, there are extensive studies on ES 
technology and its applications in distribution grids [2, 3]. ES 
systems can help in creating a more resilient energy infrastructure 
and decreasing the costs of utilities and consumers. Compressed 
air energy storage (CAES) and electric vehicle charging station 
(EVCS) are two potential ES technologies to maximally exploit 
renewable energy resources since they can compensate the 
fluctuating nature of renewables. However, there are some 
uncertainties associated with EVCS due to inherent nature of 
plug-in electric vehicles (PEVs).   

Based on the current technology, the investment cost for CAES 
system is much lower than other technologies like battery bank 
ES at the same capacities [2], while its lifetime is longer than 
battery banks. The utilization of CAES in ADSs can bring major 
benefits for the grid, and hence it is investigated in this paper. 

In terms of cost, the capital cost for each kWh of a 2 MWh, 
500 kW battery bank (Sodium Sulphur) is estimated at 1000–
1400 $/kWh (total cost of $2–2.8 million [4]), while this cost for 
small-scale CAES (SCAES) is only around 360-650$/kWh (total 
cost of $0.72–1.3 million). 

  In terms of controllability, small-scale CAES can provide 
high ramp rates in several minutes. For the dynamic applications 
in microgrids which requires very fast responses within a minute, 
battery banks have some superiority over small-scale CAES, 
while for day-ahead scheduling which is operated hourly, 
capabilities of air turbines can assist small-scale CAES to provide 
suitable responses for power systems.  

In terms of storage efficiency, the current efficiency of small-
scale CAESs is not comparable with large battery banks. 
Roundtrip efficiency of battery banks exceeds 80%, while this 
parameter is about 70% for small-scale CAES with current 
technology. However, it should be mentioned that the technology 
of small-scale CAESs is not mature enough. As studied in [5], the 
technology progress of thermal storage unit and utilization of 
phase change materials can increase this efficiency to 85% during 
a short period of time.    

The last points should be considered are in terms of the life 
cycle and operating costs. In both of these terms, small-scale 
CAESs have superiorities over the battery banks. Since no any 
chemical reactions involved, the life span of SCAEs can reach up 
to 25 years and also they only need limited operating and 
maintenance costs comparing to battery banks. Moreover, the 
number of charge/discharge operating cycles of small-scale 
CAEs is bigger than battery banks which shows the highly robust 
feature of small-scale CAES. Benefits of incorporating SCAES 
in ADSs are recommended in [6] to enhance the engineering 

I
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feasibility of the microgrids’ participation in the day-ahead 
market.  

Large-scale CAES systems (more than 3 MW and electric-to-
electric efficiency of around 80% ) have been studied for price 
arbitrage [7], supply-demand energy balancing and demand 
responses [8], to increase dispatchability, capacity factor, and 
total generation of wind power [9]. Besides, large-scale CAESs 
are employed for the participation in day-ahead energy markets 
[10], transmission capacity increase and transmission cost 
reduction [11], as a ES technology for energy hubs [12], and 
participation in the spinning reserve and reactive power markets 
[13]. The operation of large-scale CAES is also modeled; for 
example, Ref. [13] investigates the effects of thermodynamic 
models at the  operating stages. In this regard, the thermodynamic 
effects of cavern SOC changes on the charging process, 
generation level on SOC, as well as discharging rate on heat rate 
are analyzed. This study also linearizes and adds some constraints 
obtained from the thermodynamics of each operation stage into 
electrical modeling of the CAES.  

Besides the wide range of applications of large-scale CAES, 
this technology has a great potential to be used in smaller scales 
at the distribution level (0.3-3 MW) or micro-scales at residential 
communities (less than 0.3 MW). Recent literature has studied 
the thermal modeling of micro- and small-scale CAES (SCAESs) 
[4, 14-16]. Ref. [14] provides an experimental evaluation of a 
micro-CAES coupled with a wind turbine. The necessity for a 
resilient thermal storage unit is neglected in the thermal cycle 
modeling of [14], as the size of CAES is relatively small. In [15], 
the thermodynamic response of the charging and discharging 
cycles in the storage tank is numerically analyzed for a micro-
CAES coupled with a solar system. Some predictions of the 
system parameters from the thermodynamic analysis are used as 
essential data for designing the tank, compressor, and expander. 
Authors in [16] present the experimental result of a pilot SCAES 
plant with a water tank as thermal storage. A detailed analysis of 
SCAES with packed beds as the thermal storage is investigated 
in [4], where a high efficiency packed bed heat-exchanger 
(PBHE) is proposed to reduce the waste of energy and the 
required volume of the tank.  

Other studies have investigated the electrical utilization of 
SCAESs. Considering the small capacity of SCAESs, the most 
potential applications of SCAEs are in the case of microgrids and 
distribution networks (DNs). In this regard, an expansion 
planning is accomplished in [17] employing advantages of 
SCAEs coupled with wind power. The results demonstrate that 
the energy cost of the community and capacity of transmission 
lines are significantly reduced using the proposed configuration. 
Another joint operation of wind and SCAES for microgrid 
application is studied in [18]. A max-min operation approach has 
been considered to manage the uncertainty of wind power and 
minimize loss of the load and wind power curtailment. Similar 
objectives are considered in [19] to operate a microgrid including 
SCAES, wind, and micro dispatchable DGs to minimize 
operation cost of  DG units as well as the penalty cost due to 
energy not supplied. Ref. [20] takes advantage of the high ramp 
rate and quick start-up time features of SCAES   to mitigate 
fluctuations of renewable-energy in the mixed planning-
operation programming of an islanded microgrid. Authors in [21] 
use SCAES for frequency control of a microgrid, where an 
airflow controller is designed for SCAES to control the power 
generation/consumption of the CAES system to maintain the 
frequency stable. An investigation on different configurations of 
joint SCAES and wind power for remote microgrids, as well as 
an overview of air and thermal storage for small/medium-scale 

CAESs, are provided in [22]. Besides, it presents a detailed 
operation investigation on the distributed hybrid application of 
diesel, wind, and SCAES for a specified microgrid. Authors in 
[23] implement a conceptual cost-benefit analysis for the 
presence of a SCAES at distribution level with a high penetration 
of DERs, based on load and renewable energy generation time-
series of Saxony-Anhalt. In [24], maximum feeding time of diesel 
engine with CAES, the optimum volume of the tank, and 
minimum mass of the tank are investigated when a CAES is 
integrated with wind power. The application of SCAES at the DN 
using the same formulation of large-scale CAESs is presented in 
[25], where an expansion planning of microgrids is proposed to 
increase the capacity of existing networks using joint operation 
of SCAES and wind power. The objective of [25] is to minimize 
the total electricity payment to the grid as well as costs of 
equipment over the planning horizon. 

Moreover, some other papers have studied the application of 
micro-CAESs in electrical systems. In this regard, a new 
modeling approach of micro-CAES as a demand response device 
in metropolitan areas is presented in [26]. Ref. [27] utilizes a 
micro-CAES as ES in a small-scale stand-alone photovoltaic 
(PV) power plant for a radio telecommunications base station. 
Optimal tank sizing of a micro-CAES combined with a PV 
system for residential buildings is studied in [28]. In [29], a model 
of non-supplementary fired CAES is presented  in a hub of power 
and heat system. However, the electric-to-electric efficiency of 
ES units in [27] is only around 50% due to the lack of an efficient 
heat exchanger and also several simplifications to reach a linear 
model.  

Another potential ES technology is to use the storage capacity 
of PEVs which has attracted significant attention of grid operators 
along with the fast involvement of PEVs in transportation 
systems, although charging/discharging procedures of PEVs have 
considerable impacts on DNs. The effects of large-scale PEVs in 
terms of environmental, economy, reliability, power losses, and 
voltage profile are discussed in [30-32]. In addition to distributed 
residential charging/discharging methodologies, finding a 
coordination method for EVCS as an integrated storage unit is a 
vital issue.  Ref. [33] investigates this problem while considering 
power exchange limitations of the grid, and  [34] considers 
further congestion management in a grid with renewable DERs. 
In [35], an optimization methodology for the operation modeling 
of an EVCS with the ability of battery swapping is presented. The 
developed day-ahead scheduling considers the uncertainty of 
batteries and electricity price using robust optimization. In [36], 
a convex model of EVCS scheduling is proposed to minimize the 
EV battery degrading cost and energy purchase cost from the 
upstream grid. Ref [37] proposes multiple charging options for 
EVCS to find the charging station with minimum charging cost, 
charging time, and traveling time. In [38], a new charging scheme 
for EVCS in a dynamic electricity pricing environment is 
developed which allows PEVs to share their stored energy with 
other vehicles under an aggregated framework.  

B. Motivation, approach, and contributions  

From the above literature review, there are a number of 
existing studies on the CAES applications in DNs. However, the 
thermal modeling of SCAES is a bit different from the large-scale 
CAES in the sense of efficiency, thermal modeling of heat 
exchanger unit, and loss destruction during compression and 
expansion procedures. Such differences have not been 
extensively noted in literature, and mostly existing studies still 
use the conversion rates of large-scale CAESs for small-scale 
ones, which will cause non-negligible inaccuracies.  Indeed, the 
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scale of an ES based on mechanical procedures has a significant 
impact on the total efficiency of the unit. Therefore, we develop 
a detailed SCAES model to cover both the thermal and electrical 
processes rather than simple  electrical only formulations in 
literature. To simplify the thermal models, we also show that 
complex thermal formulations can be replaced by two new 
approximate thermal-to-electric and electric-to-thermal rates 
(i.e., different than large-scale CAESs) to make the models more 
convenient and less complicated for future applications. The 
modeling sections of SCAES in this study are based on practical 
results of implementing pilot SCAES. Additionally, the presence 
of thermal modeling of PBHE in the obtained models can make 
ES unit more efficient. In order to validate the model, the SCAES 
has been studied in a day-ahead scheduling case study.   

Besides, there are also existing studies investigating the 
integration of EVCS in power grid operation, where the key issue 
in this case is the modeling technique of PEVs’ charging/ 
discharging in relation to EVCS [39, 40]. Several techniques, as 
detailed in literature, are adopted in this respect to model electric 
load of the DN as the result of PEV charging. Note that it is 
important to reach an appropriate and realistic estimation for 
several key parameters like arrival time, departure time, and SOC 
of PEVs when entering EVCS. This study models all these 
parameters based on realistic data of a charging station, and 
Gaussian copula distribution function is also applied to determine 
the availability of PEVs’ stored energy. Moreover, the effects and 
potential benefits from the join operation of SCAES and EVCS 
at the distribution level are also studied in this paper.  

Therefore, in this study, a framework for the participation of a 
distribution system operator (DSO) equipped with a SCAES in 
the day-ahead market is proposed. Then a coordinated strategy 
for the joint operation of SCAES and EVCS is offered. DSO, as 
the owner of ADS, is responsible for the scheduling of PEVs and 
SCAES, and sells/buys energy from/to the market after getting 
power forecast from solar units to meet load demand and 
operating constraints. The proposed formulation considers the 
detailed electrical and thermodynamic models of SCAES, which 
can assist DSOs and distribution companies more accurately in 
grid operations. 

Hence, the contributions of this paper are as follows: 
• Developing a model of SCAES for DSO to participate in a 

day-ahead market, where SCAES is equipped with a PBHE 
so as to increase efficiency and reduce the size of  on-land 
reservoir tank; 

• Evaluating actual thermal-electrical conversion rate for 
SCAES at distribution levels based on thermal formulations 
and practical results; 

• Modeling highly uncertain behaviors of PEVs in the form 
of EVCS using Gaussian copula distribution function, 
where EVCS is optimally coordinated with SCAES as an 
alternative energy storage; 

The rest of paper is organized as follows. Section II discusses 
the structure of the proposed configuration as well as mathematic 
models of the energy market. Case studies and results for five 
scenarios with different schemes of RES/ESs participation are 
presented in Section III. Finally, Section IV draws a conclusion 
from the obtained results. 

II. SYSTEM CONFIGURATION AND MATHEMATICAL MODELING 

Fig. 1 shows the framework of the proposed configuration. As 
it can be seen, all the elements are individually controlled by DSO 
using a supervisory data-exchange system; while DSO is in 
contact with the transmission system operator to get data of day-
ahead energy market. PV units as non-dispatchable distributed 
generation (DGs) provide power for DN through electrical 
converters. EVCS and SCAES are two different types of ES in 
the system with the ability to exchange power in both directions. 
While the power exchange of EVCS is accomplished by means 
of a bipolar converter, SCAES is directly connected to the grid. 
For an electric vehicle charging station, electric chargers are used 
to exchange power between the grid and EVs. Considering the 
fact that electric vehicle charging station is scheduled to receive 
power from EVs’ DC battery during some hours and refill them 
during other hours, it necessitates employing a bipolar converter 
as the chargers. However, because of using the air turbine and an 
AC generator during the discharging periods of the small-scale 
CAES unit, it can be directly connected to the grid using a booster 
transformer. This configuration is designed to exploit sparks of 
energy price by charging and discharging of storage units during 
the scheduling horizon.  

A. Formulation of small compressed air energy storage 
Fig. 2 shows the schematic of SCAES. In order to avoid exergy 

loss during the charging mode, as it can be seen in this figure, a 
direct PBHE is located after the last compression stage (i.e., 
before the air enters into the tank), which reduces the required 
volume of storage [4, 16]. PBHEs are composed of solid particles 
with a high tolerance of temperature and pressure, which can 
provide high amounts of heat exchange while having relatively 
low-cost construction. 

The value of different energy loss parameters during thermal 
operation of CAES is calculated through thermal modeling based 
on the air stored in the tank (i.e., obtained from the previous hour) 
and the required input/out power during charge/discharge. As an 
illustration, consider hour n is scheduled for compression based 
on the solution provided by the optimization algorithm. Then, 
considering the amount of air stored in the tank (i.e., a function 
of the status of CAES in previous hours) as well as the amount of 
power required to be stored for hour n, the value of thermal 
resistance and fluid pressure are different, which results in a 
specified fluid rate. In such the situation, the value of different 
energy losses during this mechanical procedure is calculated 

 
Fig. 1. Diagram illustration of proposed configurations 

Fig. 2. A schematic of SCAES with packed bed heat exchanger 
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based on Section II-A-(1). Therefore, the compression rate is 
obtained which can be utilized in Section II-A-(2). A similar 
procedure is accomplished for an hour that is scheduled for 
expansion by using the thermal formulations presented in Section 
II-A-(1), to determine ܽௗ  which is used in Section II-A-(2) 

1) Thermodynamic modeling of SCAES 
In this section, a numerical model for an adiabatic SCAES with 

a direct PBHE is developed. Thermal formulations of the paper 
are mainly based on [4], while the value of CAES parameters in 
[23] as a practical implementation of SCAES are involved to 
propose valid design parameters for the presented SCAES. 
Compared with large-scale CAESs, the results of thermal 
simulations in this paper demonstrate new thermal-electrical rates 
in both phases of compression and expansion which are valid 
based on the experiment results offered by [23]. 

As such, an average actual value is obtained for thermal-
electrical efficiency of SCAES (i.e., suitable for DNs operation). 
As opposed to studies which have inappropriately used the 
SCAES with the same design setting of the large-scale CAES, 
implementation of thermal formulations in this paper provides a 
key reference value for electrical modeling that omits necessity 
for running a thermal model in future studies.        
a. Compression and expansion 

Thermal modeling for compression and expansion modes of 
SCAES can be mathematically represented as follows. In this 
regard, the work and energy destruction in each mode are 
formulated. Then, actual electric-to-thermal and thermal-to-
electric rates are calculated for applying to electrical modeling.  

All works are estimated by the energy conservation law in 
volume control mode while neglecting variations in potential and 
kinetic energies from inlet to outlet [41]. ሶܹ టሶ݉ ట = ܿ൫ ଶܶట − ଵܶట൯ ,݉ܥ=߰ ݔܧ (1)

ଶܶట = ଵܶట൫ଶట/ଵట൯ர ϖ = ቊ(ߛ − ߛ	)	ߟ݉ܥ=߰				ߟ	ߛ/(1 − ,ߛ/(1 ݔܧ=߰		 (2)

∆ܹ=∆݉	ܿ ଵܶ ቌቆ௦(݉+∆݉)+ଵ ቇ ఊିଵఊ	ఎ,
-1ቍ (3)

∆ܹா௫=∆݉	ܿ ଵܶா௫ ൮ቆ ݉)௦ଶா௫ − ቇఎ,(ఊିଵ)ఊ	-	(݉∆
-1൲ (4)

ሶௗటሶ݉ܤ ట = ܶ ൭ܿ	ln ଶܶటଵܶట − ܴ	ln ߰ ଵట൱ଶట = ,݉ܥ ݔܧ (5)

The work per unit of mass in compressor/expander can be 
simply defined by (1). In the aforementioned formulations, ( ଵܶ 
and	 ଶܶ) are considered as the (input and output) temperature of 
the fluid when passing a procedure. For example, in the case of 
compression mode, ଵܶ is the temperature of ambient air and ଶܶ is 
the temperature of the air flowing out of the compression stage. 
The output temperature ଶܶ	 of the gas fluid in the charging/ 
discharging modes is calculated in (2) as a function of 
compression/expansion ratio	ଶ/ଵ. Noteworthy, the pressure ଶ 
increases in the charging mode, as the storage pressure increases 
to approach	௦௫. There are the same symmetric variations for 
the pressure ଵ in the expansion mode. Then, based on (1) and 
(2), the required work for the compression of ∆݉ is defined in (3) 
by adding the work needed to compress ∆݉ to the required work 
to overcome tank pressure (i.e., as the result of previous 
compressions). 	is any pressure loss introduced before the air 
reaches the high pressure air store (e.g., by the after-cooling heat 

exchanger). Similar work formulation is defined in (4) for the 
discharge mode which depends on the current required expansion 
and storage pressure at previous state. Besides, the exergy 
destruction in compressor and expander is calculated by (5).  

b. Packed-beds heat exchanger 

In the PBHE, there are two components including fluid and 
solid gravel particles (solid phase). This section formulates 
changes of temperature in each of them in an incremental slice of 
PBHE over time as follows:  ݉ ܿ ݀ ܶ݀ݐ = ߩܣݒ− ܿ ݀ ܶ݀ݖ ݖ∆ − ℎ௩ݖ∆ܣ൫ ܶ − ௦ܶ൯  (6) ݉ = ݐ݀ߩ݀ (7) ݖΔܣߝߩ = ݀൫ߩݒ൯݀ݖ  (8) (1 − ௦ܿ௦ߩ(ߝ ݀ ௦ܶ݀ݐ = ܣ− ݖ݀݀ ൬ߣ௦ ݀ ௦ܶ݀ݖ ൰ − ℎ௩൫ ௦ܶ − ܶ൯ (9) ݉௦ = ௦(1ߩ − (10) ݖΔܣ(ߝ
 

Based on the law of energy conservation, the energy rate 
balance of PBHE is given in (6) for the fluid in a slice at height ∆ݖ and an aria A. In fact, from net heat input as the result of fluid 

flow in PBHE (−ݒߩܣ ܿ ௗ்ௗ௭  a part will be exchanged with ,(ݖ∆

the solid phase (−ℎ௩ݖ∆ܣ൫ ܶ − ௦ܶ൯) and the rest (݉ ܿ ௗ்ௗ௧ ) will 
be consumed to change fluid temperature. The mass of fluid in 
the slice ∆ݖ  is calculated by (7). Due to changes in fluid 
temperature and pressure over the operation time, fluid density ߩ  will change as modeled by (10). Noteworthy, only 
temperature change rate on Z direction is considered and change 
rate in X and Y directions are neglected to simplify equations.   

Similarly, energy rate balance for the solid phase is defined by 
(9); where temperature change rate of the solid phase of the 

PBHE ((1 − ௦ܿ௦ߩ(ߝ ௗ ೞ்ௗ௧ ) is equal to the summation of the heat 
conduction through the solid phase in the Z-direction ൬−ܣ ௗௗ௭ ቀߣ௦ ௗ ೞ்ௗ௭ ቁ൰ and heat exchange with the fluid (−ℎ௩൫ ௦ܶ −ܶ൯). The mass solid in the slice ∆ݖ is calculated by (10). 

In this paper, all formulations related to heat conduction 
between particles of PBHE are neglected. In other words, the 
temperature of particles are considered to be the same). This 
assumption is correct when the Biot number Bi (i.e., is calculated 
in (12) as a measure of the ratio of resistance to heat transfer via 
conduction to the resistance of heat transfer via convection) is 
much lower than 1. Based on the empirical formula (11) 
presented in [41], the volumetric heat transfer coefficient ℎ௩ 
between the gravel and air is given. ℎ௩ = 700൫ܩ/݀	൯. (11) ݅ܤ= ℎܮߣ௦ = ℎ௩݀2ߣܽ  (12) 

Then, considering gravel particle diameter of 10 mm leads to a 
Biot number around 0.01. Because Bi≪	1, it can be assumed that 
it is seldom necessary to solve the conduction equation [41].   

c. Input/output formulation of SCAES 

With the aim of thermal modeling of SCAES, this subsection 
formulates the input/output powers and efficiency of storage 
based on exergy destruction approach as follows [4, 42]:  ܹ=ܹௗ+ܤௗ+ܤௗா௫+ܤ+ܤ+ܤௗ (13)
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݈ܤ = ݉ܿ ܶ ቆ ௧ܶଵܶ − ௧ܶଶܶ − ݈݊ ௧ܶଵ௧ܶଶቇ (14)
ாߟ  = ܹௗ ܹ⁄  (15)

Exergy dispatch in the SCAES is formulated in (13) in which  ܹ and 	ܹா௫ in charging/discharging cycles are determined 
by (3) and (4). Exergy destructions in PBHE are calculated by (5) 
for both charging/discharging modes. While ܤ is exergy loss 
in the exhaust gas exiting the final expansion stage, the ݈ܤ 
referrers to exergy loss in PBHE. Assuming a constant specific 
heat capacity ܿ for PBHE, the exergy loss ܤ when the 
temperature in PBHE decreases from temperature ௧ܶଵ in the time 1ݐ	to ௧ܶଶ in the time 2ݐ	is determined by (14). Pressure drop in 
the PBHE is formulated based on the Ergun equation [42]. ܤௗ	is 
the exergy destroyed in the PBHE from pressure losses and 
lengthwise conduction of heat along the bed and accounts for the 
remainder of the charge work. Value of this parameter is 
approximately equal to ܤ+ܤ  based on [16]. Finally Eq. (15) 
can be used to evaluate electric-to-electric efficiency of SCAES. 
Then, the values of charging conversion rate ܽ = 1 − ൫ܤௗ ௗ,൯/ܹܤ+,ܤ+  and discharging conversation rate ܽௗ =1 − ൫ܤௗா௫ + ܤ + 	ௗ,ௗ൯/ܹௗܤ+,ௗܤ are calculated to be 
used in electrical modeling of SCAES. In fact, instead of 
considering a constant value for the thermal-electrical conversion 
rates (ܽ/ௗ) of SCAES, the value of these parameters during 
each charging/discharging cycle is evaluated based on the 
thermal formulations within each iteration of the algorithm. Then, 
the obtained results are substituted in (17) and (18). Besides, 
considering the fact that SCAES hourly charging/discharging 
energy of the unit is limited to its nominal range of operation, 
thermal constraints related to parameters like pressure and 
temperature for the piping system, compression/expansion 
stages, and thermal storage are satisfied within the operation 
horizon. However, in the case of storage component, the volume 
of compressed air into it needs to be controlled to prevent high 
pressure and temperature inside the tank. This amount is 
constrained to the maximum capacity of the storage unit by (22) 
and (23). In fact, the thermal limitations and constraints related to 
thermodynamics of SCAES are transformed and presented in 
electrical formulations. 

2) Electrical modeling of SCAES ܱܥா= ௧ܲா,ே
௧ୀଵ +ܯܱܸ ௧ܲா,ௗ(ܴܪௗܰܯܱܸ+ܩௗ) (16)

 

Noteworthy, in the case of SCAESs, the operating cost is a 
small value compared with the other daily operating costs of the 
DN. Besides, as opposed to large-scale CAES which needs a 
reheat procedure during discharge phases, there is no need for 
burning fuel for SCAES since the loss of energy in the PBHE is 
negligible [4]. Therefore, the total operating cost of SCAES can 
be regarded as a negligible amount and neglected in this research. ௧ܸா, = ܽ ௧ܲா, ∀(17) ݐ௧ܲா,ௗ = ܽௗ ௧ܸா,ௗ ܸா,(18) ݐ∀  ௧ܷா, ≤ ௧ܸா, ≤ ܸ௫ா, ௧ܷா, ∀(19) ݐܸா,ௗ ௧ܷா,ௗ ≤ ௧ܸா,ௗ ≤ ܸ௫ா,ௗ ௧ܷா,ௗ ∀(20) ݐ௧ܷா, + ௧ܷா,ௗ ≤ ௧ାଵாܵ(21) ݐ∀ 1 = ܵ௧ா + ௧ܸா, − ௧ܸா,ௗ ∀(22) ݐܵா ≤ ܵ௧ா ≤ ܵ௫ா ܵா(23) ݐ∀  = ܵோ (24)
 

It is considered the system operator can exploit all the available 
air stored in the reservoir tank during the scheduling period. In 

the operation procedure of the SCAES, ambient air is compressed 
into the tank during the injection cycle by consuming ௧ܲா, and 
using electrical-thermal efficiency factor ܽ  based on (17). A 
similar procedure for discharge mode is defined in (18); while 
charging/discharging energies of SCAES are limited by (19) and 
(20), SOC for the storage unit is formulated by (21). As indicated 
in (22), SCAES has a specified capacity which limits the total 
charging/discharging energy amounts. Obviously, the SCAES 
can operate in one of the charging or discharging modes during 
each hour as formulated in (23) where the initial amount of 
energy ܵ  should be equal to the amount of stored energy at the 
last hour of scheduling ܵோ  based on (24).  

B. Formulation of DSO participation in day-ahead market  ݉ܽݔ [ݐ݂݅ݎܲ] = ோீݒܴ݁ − ܥܲ − ாܥܱ ோீݒܴ݁ (25) = ௧ܲீ ோ,௫ߨ௧,௦ − ௧ܲீ ோ,ߨ௧,௨௬ே
௧ୀଵ  (26) 

ܥܲ = ௧ܲ.ே
௧ୀଵ ௧,௨௬ߨ = ݎ(݅௧)ଶ ௧,௨௬ேಽߨ

ୀଵ
ே
௧ୀଵ  (27) 

௧ܲ+	 ௧ܲீ ோ,+ ௧ܲா,ௗ+ ௧ܲௌ,= ௧ܲீ ோ,௫+ ௧ܲா,+ ௧ܲௌ, + ௧ܲ+ ௧ܲ  (28) ݐ∀

DSO aims to maximize its day-ahead profit by (25) which is 
defined as the difference between DSO’s revenue of transaction 
with the market (selling/buying based on (26)) and the total 
operating costs (i.e., power losses and SCAES operation cost). 
Cost of active power losses of the network is formulated by (27). 
Balance of supply and demand is formulated in (28); while the 
uncertainty of solar units is neglected in this study.  

C. Formulation of EVCS 

The EVCS is considered as an ES unit in this research and 
formulated as follows. 
 0 ≤ ௧ܲௌ,ஃ ≤ ௧ܲௌ,௧ ௧ܷௌ,ஃ ,ݐ∀ Λ= ݃݉, ܿ݉ (29)௧ܷௌ, + ௧ܷௌ, ≤ ݐ∀ 1 (30)௧ܲௌ,௧ = ݐ∀ ௌ݊௧ௌߛ (31)݊௧ௌ = min൫ܰௌ, ௧ܰா,ௗ൯ ∀ݐ ௧ିଵௌܧ=௧ௌܧ(32) + ௧ܲௌ,ߟௌ, − ௧ܲௌ,/ߟௌ, + −௧ௌ,ܧ ݐ∀ ௧ௌ,ௗܧ ௧ௌ,ℜܧ(33) = ܧ௧,ா,ℜೄ

ୀଵ ,ݐ∀  ℜ=ݎݎܣ, ݁ܦ ௧ௌܧ(34) ≤ ݐ∀ ௌܽܥ ாܥܱܵ(35) ≤ ௧ாܥܱܵ ≤ ௫ாܥܱܵ ,ݐ∀  ܸܧܲ∀ ாܥܶ(36) = ா(1ܽܥ − ܲா	ௌ,ߟாܦܦ(௧ாܥܱܵ ,ݐ∀  ܸܧܲ∀ (37)

Power generation/consumption of EVCS is limited to the total 
capacity of EVCS by (29) and (30) in each hour; while this hourly 
capacity is calculated by (31) using the chargers’ capacity and the 
number of available PEVs 	(݊௧ௌ) . Parameter ݊௧ௌ  in (32) is 
constrained by the number of chargers and the number of PEVs 
entering to the station, generated by CDF which will be detailed 
in Section II-E. The power level of EVCS as calculated by (33) 
is changing continuously as the result of power exchange with the 
grid as well as the arrival/departure of PEVs (34); while the 
positive variable of ܧ௧ௌ	should be limited within its nominal 
capacity of charging (35). From the other side, the EVCS operator 
sets a minimum SOC level for PEVs entering to the station by 
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(36) to reach a higher amount of available reserve energy during 
peak hours. ܱܵܥ௧ா  for each PEV can be obtained from ((ܴܧܣ −݀௧ா)/ܴܧܣ) × 100%	using the travelled distance (݀ா)	and all-
electric range (AER) [43]. Besides, the required time for 
recharging of PEVs is formulated by (37) based on their SOC and 
electrical specifications of battery and charger.  

D. Formulation of the distribution grid operational constraints 

Management of the grid is subjected to operating constraints 
as illustrated by (38)-(41).      
 0≤ ௧ܲீ ோ,≤൫ തܲோ்+ ܲ௫ா,ா௫+ܽܥௌ൯ ௧ܷீ ோ, ∀0(38) ݐ≤ ௧ܲீ ோ,௫≤൫ ܲ௫ா,+ܽܥௌ+ ௧ܲ൯ ௧ܷீ ோ,௫ ∀0(39) ݐ ≤ ௧ܷீ ோ, + ௧ܷீ ோ,௫ ≤ 0.95(40) ݐ∀ 1 ≤ ௧݈ܸ ≤ (41) ݐ∀ 1.05
 

The importing power of grid considering the marginal situation 
of ௧ܲ=0 is constrained by the aggregation of load demand and 
the power required for charging ES units (38); while considering 
the marginal state		 ௧ܲ=0, the exporting power to the upstream 
grid is constrained by the power provided by DERs and storage 
units (39). In (38) and (39), ܲ௫ா,ா௫ and ܲ௫ா,  refer to 
maximum power of SCAES expander and compressor, 
respectively. Given the small amount of power loss, it is not 
included in these two marginal situations. To maintain the voltage 
power quality, the acceptable range for the voltage of buses is 
limited to [0.95, 1.05] by (41). In order to consider the network 
constraints for day-ahead operation while determining hourly 
voltage profile ܸ݈௧	of the buses and branch current ݅௧  for power 
loss calculation, a direct iterative distribution AC power flow 
based on Bus-Injection to Branch-Current (BIBC) matrix [ܥܤܫܤ] and Branch-Current to Bus-Voltage (BCBV) matrix [ܸܤܥܤ] (42)-(44)  [44] is run for each hour of scheduling (i.e., for 
each candidate solution of optimization algorithm). All DG and 
storage units are modeled as PQ sources. ܫ = ൫ܫ ܸ൯ + ൫ܫ݆ ܸ൯ = ቆ ܲ + ݆ܸܳ ቇ∗ (42)[Δܸାଵ] = [ାଵܸ](43) [ܫ][ܥܤܫܤ][ܸܤܥܤ] = [ܸ] + [Δܸାଵ] (44)
where ܸ	and ܫ	are  the bus  voltage  and  equivalent  current 
injection of bus ݅ at the ݇-th iteration, respectively. ܫ	and ܫ	are 
the real and imaginary parts of the equivalent current injection of 
bus ݅ at the ݇-th iteration, respectively. The [ܸܤܥܤ] and [ܥܤܫܤ] 
matrix are calculated as in [44]. 

E. Copula modeling 

It is a challenging issue to generate random inputs while 
maintaining their inherent dependence when they are not 
distributed based on standard multivariate probability functions. 
Besides, limited types of dependence can be modeled by some of 
the currently available standard multivariate distributions. 
Moreover, using these distributions cannot guarantee to reach 
sensible and real results. In this paper, the Copula distribution 
function (CDF) is employed to model the behaviors of the PEVs. 
Compared to other estimation methods, CDF can interpolate 
multivariate-data nonlinearly. A Gaussian copula is a modeling 
option to present the dependence between variables. For a ݀-
dimensional copula, the Gaussian copula is a distribution over the 
unit cube	[0,1]ௗ. The copula of ( ଵܺ, ܺଶ, … ܺௗ) is defined as the 
joint cumulative distribution function of	( ଵܷ, ଶܷ, …ܷௗ): ݑ)ܥଵ, ,ଶݑ … ܿௗ) = Pr[ ଵܷ ≤ ,ଵݑ ଶܷ ≤ ,ଶݑ …ܷௗ ≤ ௗ] (45)ݑ

In fact, all dependence information between components of ( ଵܺ, ܺଶ, … ܺௗ) are modeled in copula	ܥ. For a given correlation 

matrix	ℛ߳[−1,1]ௗ×ௗ, the Gaussian copula with parameter matrix ℛ can be written as: 

ܿℛ	ீ = 1√det ℛ ۈۉݔ݁
ቍ(ௗݑ)Φିଵ..(ଵݑ)12ቌΦିଵ−ۇ

் .(ℛିଵ-ܫ) ቌΦିଵ(ݑଵ)..Φିଵ(ݑௗ)ቍۋی
ۊ

(46) 

where Φିଵ	is the inverse cumulative distribution function of a 
standard normal, and ܫ is the identity matrix. Noteworthy, there 
exists the reverse procedure for this modeling process which can 
be used to generate pseudo-random samples from general classes 
of multivariate probability distributions, and it is possible to 
generate a sample ( ଵܷ, ଶܷ, … ܷௗ)  from the copula distribution. 
Therefore, the required sample can be constructed by: ( ଵܺ, ܺଶ, …ܺௗ)=൫ܨଵି ଵ( ଵܷ), ଶିܨ ଵ( ଶܷ), … , ௗିܨ ଵ(ܷௗ)൯ (47)

Since PEV variables (including traveled distance and entry 
time to EVCS) are statistically dependent, a dual CDF is 
generated based on the actual data of PEVs [45]. A Gaussian CDF 
with correlation factor [1, 0.77665; 0.7766, 1] is used to generate 
the data. To this end, data from 50 PEVs are based for the 
generation of 2000 units (i.e., the number of vehicles in the fleet 
of PEVs under contract with EVCS).  

F. Solution algorithms 

The presented problem is divided into two sections. The first 
part is the thermal formulation of the problem which is solved 
using a finite step method (FDM). FDM is a numerical method 
for solving differential equations by approximating them with 
difference equations (i.e., using finite differences to approximate 
the derivatives). In our paper, FDM becomes a very good 
approximation for the work required when using mass increments 
equal to or less than 	10ିଶ	kg . Hence a mass increment of 	10ିଶ	kg  is used for the numerical model to guarantee the 
convergence of the solution. 

The second part of the problem (electrical part) is solved by 
swarm robotics search & rescue (SRSR) optimization algorithm. 
This algorithm was proposed by one of the authors in 2017 based 
on the artificial intelligence of a swarm of robots which are 
utilized for a search & rescue mission [46], and it has been 
compared with a number of previously presented algorithms in 
terms of convergence quality and convergence speed. Reasonable 
superiority of SRSR algorithm compared to previous 
optimization algorithms had been demonstrated in [46]. For 
benchmark functions, the SRSR was applied on several standard 
benchmark functions and a practical electric power system 
problem in several real-size case studies (i.e., unit commitment 
for thermal units with up to 100 generating units which includes 
more than 4800 mixed-integer and continuous variables) in 
medium and large scales. It is noted that the dimension of the 
current problem is much lower than those of previously solved by 
SRSR. Besides, while the evolutionary algorithms may not be 
reliable for real-time cases due to their stochastic natures, for day-
ahead problems which operator has enough time to run the 
algorithm with a larger number of initial solutions and iterations, 
it is expected the algorithm to reach very close to optimal 
solutions which can be suitably utilized in real applications.  

In this research, the number of initial solutions, and the number 
of function evaluation (as the stop criterion) are considered to be 
100, 15000 respectively. There exist four control parameters in 
the optimization algorithm including movement factor, Sigma 
factor, Sigma limit, and Mu factor; while the first three factors 
are automatically tuned and the last factor is set to 0.7. The 
program has been run for 20 times and the best result has been 
presented in the paper. The execution time of the program (joint 
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thermal-electrical modeling) is about 7 minutes for each run. 
Since an evolutionary algorithm is employed for the optimization 
task, a constraint handling method based on penalty factors [47] 
is used to remove infeasible solutions which guarantees 
operational constraints are always met. 

III. CASE STUDY AND RESULTS  

In this study, simultaneous cooperation of a SCAES and an 
EVCS as ES units is investigated for the participation of an ADS 
in the day-ahead energy market. IEEE 33-bus distribution 
network with the load-demands of 3.7MW and 2.3MVAR is used 
as the test system [48]. This research focuses on the daily 
operation of the ADS; therefore, previous studies are the basis to 
select the proper locations for the installation of solar DGs and 
ES units. The aim is to determine a daily operation of the DN to 
maximize the total profit of DSO (i.e., owner of the network’s 
components) from participating in the market.  

The production patterns of solar units (Fig. 3) located on buses 
12, 17, 22, 31, and 33 are used for simulation [49]. The power 
factor of all PV units is considered 0.9 due to the presence of 
electronic converters. The detailed specification of adiabatic 
SCAES is provided in TABLE I.  

The minimum capacity of SCAES corresponds to the pressure 
in which SCAES cannot provide a constant amount of power. 
Prices for sale/purchase of energy in the market are shown in 
TABLE II. Noticeably, the selling price is lower than the cost of 
electricity purchased from the grid due to transmission costs.  

There are several types of PEVs (e.g. PEV-20, PEV-30, PEV-
40, and PEV-60) based on AER factor in which the numeric index 
indicates the vehicle AER in terms of miles [43].  

We use the PEV-20 in this paper that has proven its market 
potential over time. All cars in the fleet of PEVs have been 
considered to be manufactured by Nissan with a capacity of 100 
kW and also have similar contracts with EVCS [50]. Based on a 
bilateral contract, EVCS operator uses PEVs with SOC not less 
than 50% when entering a parking station and the minimum 
duration of staying in the EVCS is 6 hours. In exchange for that, 
there is no parking cost for these vehicles. If a vehicle tends to 

leave the car park before this period, the car owner should pay a 
very low price of energy for the remaining hours. Transactions of 
other vehicles with EVCS are not modeled in this study. In the 
following, the conditions and assumptions for five scenarios are 
presented to validate the effectiveness of the proposed 
methodology. Then, the detailed investigation and comparison of 
the obtained results of different scenarios are provided in the last 
subsection. 
1) Scenario 1: Base case  

In this scenario, solar and ES units (EVCS and SCAES) are not 
considered in the model. This scenario provides base values for 
normal operation of the standard IEEE 33-bus DN.  
2) Scenario 2: Without ES units 
This scenario considers the presence of solar DGs while EVCS 
and SCAES are not involved in the grid operation. Voltage limit 
[0.95, 1.05] p.u. for buses is not applied in this case. Hourly loads 
of buses are generated using the normal distribution function that 
ranges within ±20% of the nominal load for all the scenarios. 
Active and reactive loads for network buses are shown in Fig. 4. 

3) Scenario 3: Solar units and EVCS 
This scenario investigates the simultaneous cooperation of PV 

units as generation sources and EVCS as ES unit. EVCS 
considers DOD as 0.4 to extend the life cycle of batteries. If SOC 
of a PEV at the leaving time is less than its initial charge level 
when entering the charging station, EVCS must pay the cost of 
the used energy at the price of the wholesale market. The EVCS 
uses level 3 chargers with a maximum capacity of 96 kW. The 
SOC and entrance time of PEVs using CDF are depicted in Fig. 
5. It can be seen that the middle hours of the day have the highest 
power availability for EVCS. 

4) Scenario 4: Solar units and SCAES 
In Scenario 4, the EVCS unit in Scenario 3 is replaced by a 

SCAES system. Besides the electrical specifications detailed in 
TABLE I, the thermal constant factors of SCAES and PBHE are 
simulated based on the experiment results of [16] as well as the 
simulations of [4]. Two compression stages (ଶ =  (ܽܯ	8.106
are considered for SCAES while a pressure drop of 5 ܽ݇	  is 
assumed for each packed bed which results in the pressure ratio 

Fig. 3. Accumulative generation profile of solar DGs 

TABLE I 
DATA FOR SCAES [4] 

Max & Min 
capacity [kWh] 

Motor  
capacity  
[kWh] 

Generator 
capacity    
[kWh] 

Location 
bus 

Initial 
state 

[kWh] 

Reservoir 
capacity 

[m3] 
2000 & 350 500 500 28 1000 182 

 

TABLE II  
SELLING/PURCHASING ENERGY PRICES IN MARKET [CENT] 

Hour 1 2 3 4 5 6 7 8 9 10 11 12
Selling 63 53 51 50 51 52 63 67 73 80 80 80
Buying 106 106 106 106 106 106 106 125 135 135 135 135
Hour 13 14 15 16 17 18 19 20 21 22 23 24

Selling 70 69 73 79 80 71 66 67 72 77 67 63
Buying 135 135 135 135 135 135 135 125 125 125 125 106

 

Fig. 4. Hourly active and reactive loads (24 hours) for 33-bus Network 

 
Fig. 5. PEVs’ SOC and arrival time (EVCS located on bus 18) 
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of		ݎ = 8.97). The minimum and maximum storage pressure are 
2.027 and 8.106 MPa, respectively.   

5) Scenario 5: Solar units, EVCS and SCAES 
This scenario explores the benefit of simultaneously utilizing 
EVCS and SCAES. The potential advantages and weaknesses of 
each type of storage units are investigated in this scenario. The 
specifications of both ES systems are considered as same as the 
previous scenarios.  

6) Comparison of results and discussions 
In case of Scenario 1, the simulation result indicates that the 

hourly active loss of grid is 210.98 kW; while the voltage profile 
at bus 18 has the lowest value which is not within the acceptable 
voltage range 0.95~1.05 p.u. for the normal network operation. 
Since there is no generation unit, all the power needed to meet the 
demand should be purchased from the upstream grid.  

However, as it can be deduced from Fig. 6, adding PV units in 
Scenario 2 cannot prevent bus voltage violation during certain 
hours of the day; as the sunlight is only available in the day time. 
Maximizing the net profit of daily operation of the grid is the 
ultimate aim of the DSO in a restructured power market. 
However, the operation conditions of the network play key roles 
in maintaining the security of operation as well as satisfying the 
quality of service. In this regard, changes of hourly active power 
losses and voltage profiles of buses, as two major operation 
factors, are illustrated in Fig. 8 and Fig. 7 for all the scenarios. 

 
Fig. 6. 24-hour voltage profile of buses and relevant histogram; Scenario 2 

Compared to the base case in which the changes of power loss 
solely follows the hourly variations of load demand, the power 
provision of solar DERs significantly reduces the power loss of 
the system. However, the amount of power loss in Scenario 2 is 
still not controllable since the solar units are not dispatchable. 
Surprisingly, the total/hourly power loss in most of the hours is 
increased by using only EVCS and SCAES in Scenarios 3 and 4, 
respectively; which is due to the profit maximization objective. 

The availability of EVs in Scenario 3 and the charging pattern 
of SCAES in Scenario 4 are other reasons for such degradation. 
It can be seen that the simultaneous use of these two devices 

provides a significant power loss reduction in Scenario 5. The 
energy provided during high accessibility of EVCS is exchanged 
with SCAES to control the power loss, which has a negative 
impact on the revenue of DSO. Noteworthy, certain availability 
of SCAES is a reason for the superiority of SCAES over EVCS. 

In the case of the voltage profile of the network in Scenarios 1 
and 2, the lack of generation causes the voltage violations at some 
buses of the grid in some hours. The other scenarios can 
sufficiently improve the voltage of buses to reach the defined 
range (0.95-1.05 p.u.). Despite similar voltage profiles in 
Scenarios 3 and 4, the indicator of voltage profile overall buses ൫∑ ∑ ௧݈ܸ) − 1)ଶ/்ܰ. ܰ௨௦ேಳೠೞே௧ ൯.ହ or these scenarios are 
0.0224 and 0.0227 p.u., respectively which shows slight 
superiority of SCAES in terms of voltage improvement. This 
value for Scenario 5 is 0.0207 p.u. It is evident from Fig. 7 that 
employing both the EVCS and SCAES at the same time can 
considerably enhance the voltage profile to about 1.04 p.u. at 
some hours. Evidently, the voltage values at deep voltage points 
of the grid are set to near the lower margin of 0.95 p.u. for several 
hours, which means the algorithm does intend to sacrifice the 
profit for voltage profile enhancement. 

Based on Fig. 9, the comparison of power provision and 
demand of EVCS in Scenarios 3 and 5 illustrates that the share of 
charging station generation is decreased after SCAES 
participation in Scenario 5. It can be inferred that no more 
generation is needed to reach the maximum profit despite having 
available capacity. The reason for not exploiting the full capacity 
of EVCS is that a large number of PEVs do not have SOC more 
than 50%. Moreover, scheduling should be accomplished in such 

Fig. 7. Voltage profile of grid buses for 24h scheduling, all scenarios 

Fig. 8. Daily active power loss comparison of the grid, all scenarios Fig. 9. Power provision and power shift of EVCS for 3rd and 5th scenarios 
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a way that energy received from PEVs returns to vehicles during 
the next hours. EVCS should adopt a demand management 
approach to control the usage of available batteries. In addition, a 
load shifting can be observed in both scenarios from peak demand 
hours of the main grid to the last hours of the day; this is due to 
the departure pattern of PEVs as well as optimization preference 
of the algorithm. The charging/discharging pattern of SCAES for 
Scenarios 4 and 5 is shown in Fig. 10. Similar to the EVCSs, the 
share of energy provision of SCAES is decreased in the joint 
operation, which means the coupled SCAES and EVCS can 
handle larger grids. Considering the load shifting of EVCS during 
the last hours of the day, which plays the role of extra demand, 
the SCAES can provide energy during these hours to maintain the 
security of the grid. Compared with the sole operations of ES 
systems in Scenarios 3 and 4, SCAES exploits nearly the full 
available capacity on hours 11 and 23 and provides $519 more 
profit in Scenario 4 considering the lower thermal-electrical 
conversion rate. Although EVCS is a dispatchable ES, some 
involving factors like availability of PEVs, maximum DOD, and 
minimum period of staying in EVCSs are critical factors, which 
downgrade the ultimate quality of EVCS services. Besides, 
SCAES can provide a uniform amount of at least 500 kW during 
the scheduling horizon; however, EVCS available capacity 
changes to much more/fewer amounts in some hours. A 
comparison of the daily power loss and DSO profit for five given 
scenarios is detailed in TABLE III; while the hourly transactions 
of DSO with the market are illustrated Fig. 11. 
It can be seen that ES units aim to gain their profits from those 
hours, while PV units generate at their maximum power. This is 

because a large share of the total hourly load demand is met by 
the local generation, in particular for the hours when the energy 
price is high. Obviously, SCAES can reach a better performance 
compared to EVCS in terms of voltage profile, power loss, and 
profit maximization. This is mainly because of the uncertainties 
in PEVs’ arrival and departure times and their SOC when arriving 
at EVCS. It should be noted that, this paper models the SCAES 
using practical thermal-electrical conversion rates	ܽ/ௗ, which 
are lower than bulk-size CAESs. However, these rates are 
variable during the scheduling horizon, and the average 
efficiency of 71.16 % is harvested for SCAES which means ܽ	 and ܽௗ  can be calculated as 0.8435 if the approximate 
assumption of  ܽ = ܽௗ  is considered. Hence, as opposed to 
large-scale CAES which have	ܽ = ܽௗ = 0.9, this value can be 
regarded as a reference for future research in DNs. In this regard, 
it is hopeful that small-size CAESs can reach an efficiency close 
to the large-scale CAESs with the advancement phase change 
materials in thermal storages.  
7) Performance analysis over the life cycle 

This subsection investigates and compares the performance of 
SCAES with other alternative ES technologies (such as the Li-
ion battery and EVCS technologies) for the whole life cycle. 
Their performance is simulated over a one-year cycle and will be 
normalized and expanded to their life cycle considering the ES 
capital cost. In this regard, the yearly load demand of the grid is 
generated with the same approach adopted for daily operation. 
Profile of solar power generation and price of energy are based 
on the data provided by Australian Energy Market Operator for 
the year 2019 [49]. Thermal parameters of SCAES are considered 
to be as same as Scenario 4 for all days. The required data of 
battery storage units are provided in [51]. Comparison of DSO 
profit employing SCAES, battery bank, and EVCS for a one-year 
period is depicted in Fig. 12 (daily in subplot a and cumulative in 
subplot b). 

Fig. 10. Charge/discharge pattern of SCAES 

TABLE III 
FINAL COMPARISON OF DIFFERENT SCENARIOS 

 Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 

24h power 
loss [kW] 5055.9 3504.3 4037.3 3774.2 3434.7 

Operation 
profit [$] -11598.3 -6248.4 -5859.3 -5340.9 -4587.1 

 

Fig. 11. 24h financial transactions of DSO with market 

Fig. 12. Comparison of SCAES, Battery, and EVCS (a) daily DSO profit for a 
one-year period, (b) cumulative DSO profit for a one-year period, (c) cumulative 
DSO profit for the life span 



1949-3053 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSG.2020.2967937, IEEE
Transactions on Smart Grid

 
 

11

Obviously, it can be seen that the daily profit of using battery 
bank is higher than other technologies due to its higher electric-
to-electric efficiency. However, considering different capital 
costs and number of life cycles for ES technologies, a fair 
comparison can be accomplished by considering these 
parameters. Based on [4], the total capital cost for a 2 MWh, 500 
kW battery bank is estimated at $2–2.8 million, while this cost is 
estimated to be $0.72–1.3 million for  SCAES. For a similar 
capacity of EVCS with the given number of chargers in this 
paper, a capital cost of $1.1–1.6 million is estimated [37]. The 
highest capital costs are selected for the comparison task in the 
next step. The numbers of charging cycles over life time for the 
battery bank, SCAES, and EVCS in the distribution grid are 
approximately 20000, 10000, 5000, respectively. Considering 
one full charge-discharge cycle per day, Fig. 12 (c) shows the life 
span profit considering the total capital expenditure of the ES 
unit. The cost of operation and maintenance (O&M) is neglected 
in this case study for all the technologies; However, CAES has 
the lowest O&M cost followed by EVCS and battery bank. It can 
be seen that the battery bank can provide the highest saving 
during the first 5000 cycles while having the highest capital cost. 
Obviously, SCAES can provide much more profit in the long 
term due to its longest life cycle  

IV. CONCLUSION 

In this paper, the application of a utility-size SCAES as a 
potential ES technology for the participation of ADS in the 
wholesale power market is proposed. The thermal modeling of 
SCAES brings a new thermal-electrical conversation rate which 
is suitable for SCAES utilization at the distribution level. The 
effectiveness of SCAES is evaluated by comparing EVCS 
performance in different scenarios of the sole and joint operation. 
Based on five operation scenarios presented in this study, the 
following results are obtained: 
• Compared with EVCS, SCAES can assist the DSO to reach 

higher profits in the sole operation scenario. In addition, 
considering the benefits of SCAES over EVCS in the sense of 
power loss reduction and voltage profile improvement, 
SCAES can be employed as a reliant storage unit for other 
objectives in DN operation as well. 

• Utilization of SCAES besides the EVCS can be an appropriate 
option for DSO to suitably tackle the uncertainty of EVCS, or 
other similar storages, in the joint operation mode. 

• Although the SCAES thermal/electrical conversion rate 0.85 
is currently lower than the corresponding rate 0.95 of bulk-
size CAESs, the result of this study demonstrates that it is still 
an applicable ES technology for ADSs operation. 

• Generation insufficiency as well as uncertainties of the solar 
units and EVCS during starting and ending hours of the day 
are mitigated using SCAES. 
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