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Abstract 7 

Optimal operation of power systems with high integration of renewable power sources has become difficult as a 8 
consequence of the random nature of some sources like wind energy and photovoltaic energy. Nowadays, this 9 
problem is solved using Monte Carlo Simulation (MCS) approach, which allows considering important statistical 10 
characteristics of wind and solar power production such as the correlation between consecutive observations, the 11 
diurnal profile of the forecasted power production, and the forecasting error. However, MCS method requires the 12 
analysis of a representative amount of trials, which is an intensive calculation task that increases considerably with 13 
the number of scenarios considered. In this paper, a model to the scheduling of power systems with significant 14 
renewable power generation based on scenario generation/reduction method, which establishes a proportional 15 
relationship between the number of scenarios and the computational time required to analyse them, is proposed. The 16 
methodology takes information from the analysis of each scenario separately to determine the probabilistic behaviour 17 
of each generator at each hour in the scheduling problem. Then, considering a determined significance level, the units 18 
to be committed are selected and the load dispatch is determined. The proposed technique was illustrated through a 19 
case study and the comparison with stochastic programming approach was carried out, concluding that the proposed 20 
methodology can provide an acceptable solution in a reduced computational time. 21 
© 2014 Elsevier Ltd. All rights reserved. 22 
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Nomenclature 24 

݉ Index for scenarios (݉=1, 2,…, ܯ). 
݊ Index for generators (݊=1, 2,…, ܰ). 
݀ Index for the interval in the discretization of PDF of load forecasting (݀=1, 2,…, ܦ). 
݆ Index for the interval in the discretization of PDF of wind forecasting (݆=1, 2,…, ܬ). 
 .(ܪ ,…,2 ,1=ݐ) Index for time instant ݐ
 .(ܼ ,…,2 ,1=ݖ) Index for the interval in the discretization of start-up cost ݖ
 .Significance level used to determine the confidence interval ߙ
ɣ Significance level used to determine the definitive unit scheduling (ܷ௧ ). 
௧ܴܰܣ  Autoregressive time series for scenario ݉. 
Ø One-lag autocorrelation parameter. 
߳ White noise of ARMA model. 
௧ܩܹܲܶܰ  Normalized total (forecasted) wind power generation at time ݐ. 
௧ܩܹܲܶ  Total (forecasted) wind power generation at time ݐ (MW). 
௧ܩܹܲܶܰ  Normalized total (synthetically generated) wind production at time ݐ for scenario ݉. 
௧ܩܹܲܶ  Total (synthetically generated) wind power production at time ݐ for scenario ݉ (MW). 
 .Limit to the outliers of the scenario generation process ߚ

  Vector that reflects the degree at which the hourly values of a determined scenario areܧܨܫ
within the corresponding forecasting error. 
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௧ܧܨ  Vector to represent if scenario ݉ at time ݐ is within the defined confidence interval 
according to the forecasting error. 

ܰ ܲ{݉} Normalized probability of scenario ݉ of wind power generation. 
ܲ{·} Probability of occurrence of a determined event. 
 .Expected value of a determined variable {·}ܧ
ௗ,ܤܮ

௧  Binary variable to represent the selection of the ݀௧ load interval of scenario ݉ at time ݐ. 
ܮ ௗܲ

௧  Probability of the ݀௧ load interval at time ݐ. 

,ܤܹ
௧  Binary variable to represent the selection of the ݆௧ wind power interval of scenario ݉ at 

time ݐ. 
ܹ ܲ

௧  Probability of the ݆௧ wind power interval at time ݐ. 
ܴ Total generation cost of scenario ݉ ($). 
ܴ Total generation cost of the UC problem (h). 
,ܥܨ

௧  Fuel consumption cost of unit ݊ at time ݐ for scenario ݉ ($/h). 
,ܥܷܵ

௧  Start-up cost of unit ݊ at time ݐ for scenario ݉ ($/h). 
,ܥܦܵ

௧  Shutdown cost of unit ݊ at time ݐ for scenario ݉ ($/h). 
ܲ,
௧  Power generation of unit ݊ at time ݐ for scenario ݉ (MW). 
ܲ
௧ Power generation of unit ݊ at time ݐ (MW). 
ܲ
௫ Maximum power generation of unit ݊ (MW). 
ܲ
 Minimum power generation of unit ݊ (MW). 

ܯ ܲ,
௧  Maximum available power of unit ݊ at time ݐ for scenario ݉ (MW). 

ܹ
௧  Aggregated wind generation for scenario ݉ at time ݐ (MW). 

௧ܮ  Load demand at time ݐ for scenario ݉ (MW). 
ܴܵ Required spinning reserve. 
ܽ , ܾ Parameters of the fuel consumption cost of unit ݊ ($/h, $/MWh). 

,ݒ
௧  Binary variable to represent the commitment (ݒ,

௧ =1) or de-commitment (ݒ,
௧ =0) of 

unit ݊ at time ݐ for scenario ݉. 
ܷ௧  Definitive UC solution obtained from the proposed methodology, common to all 

scenarios considered. 
 .in the discretization of startup cost ($/h) ݖ ௭ Value of the intervalܭ
 . Shutdown cost of unit ݊ ($/h)ܥ
ܷܴ Ramp-up rate of unit ݊ (MW/h). 
 . Ramp-down rate of unit ݊ (MW/h)ܴܦ
ܷܴܵ Starting ramp rate of unit ݊ (MW/h). 
 . Shutdown ramp rate of unit ݊ (MW/h)ܴܦܵ

ܷ ܲ Amount of hours that generator ݊ have to be initially committed in order to fulfill 
minimum up time constraint (h). 

ܦ ܹ Amount of hours that generator ݊ have to be initially de-committed in order to fulfill 
minimum down time constraint (h). 

ܷܯ ܶ Minimum up time of unit ݊ (h). 
ܦܯ ܶ Minimum down time of unit ݊ (h). 

 ௧ܨܨܱ
Integer matrix that saves the cumulative account of the number of hours that generator ݊ 
has been de-committed (h). 

ܱ ܰ
௧ Integer matrix that saves the cumulative account of the number of hours that generator ݊ 

has been committed (h). 
μௐிா
௧  Mean value of the discretized wind generation PDF at time t (MW). 
μிா௧  Mean value of the discretized load demand PDF at time t (MW). 
μ்ௐீ Mean value of the time series ܹܶܲܩ௧  (MW). 
ௐிாߪ
௧  Standard deviation of the discretized wind generation PDF at time t (MW). 

ிா௧ߪ  Standard deviation of the discretized load demand PDF at time t (MW). 
௧ܩܹܲܶ ௐீ Standard deviation of the time series்ߪ  (MW). 
 .Value of lost load ($/MWh) ܮܮܱܸ
ܸܴܰܵ Value of reserve not supplied ($/MWh). 
௧ܵܰܧ  Energy not supplied of scenario ݉ at time ݐ (MWh). 
ܴܰܵ௧  Reserve not supplied of scenario ݉ at time ݐ (MWh). 



1. Introduction 25 

The constant increment in the price of fossil fuel and the environmental impact of human activities has 26 

been the most relevant factors in the development of wind energy and solar energy. However, the main 27 

barrier in the successful integration of this type of sources is related to their intrinsic variability, which 28 

under high penetration, it is reflected as the increment in the operational costs of the power system. In 29 

fact, according to the analysis of the Belgian power system [1], if the wind power production is 30 

underestimated, approximately a third of the expected cost savings could be lost. On the contrary, if the 31 

wind power production is overestimated, cost savings are lost due that it is necessary to use open cycle 32 

gas generators in order to compensate the forecasting error.  33 

In order to reduce the impacts of the wind power forecasting error, several techniques have been 34 

proposed: the integration of energy storage systems (EES) [2], the analysis of the wind power aggregation 35 

[3], the incorporation of demand response programs [4], and the analysis of the optimal scheduling under 36 

uncertainty or stochastic unit commitment (UC) problem.  37 

This paper focus on the development of a methodology to solve the unit commitment (UC) problem 38 

considering the uncertainty related to the wind power generation. In this context, Tuohy et al. [5] 39 

developed a stochastic programming (SP) approach based on scenario generation of wind power 40 

production, failure events, and load demand. The scenarios used were randomly generated to take into 41 

account the autocorrelation of the analysed time series (wind power generation, load demand, etc.) by 42 

means of an autoregressive moving average (ARMA) model. In this framework two stages are 43 

considered: in stage one “here-and-now” decisions are taken; while in stage two “wait-and-see” decisions 44 

are incorporated. In other words, “here-and-now” decisions are taken assuming perfect forecasting and 45 

“wait-and-see” decisions are taken in the light of the different sources of uncertainty. The incorporation 46 

of wind power generation by means of a representative amount of realistic scenarios can provide a 47 

reasoning manner to determine spinning reserve on an hourly basis [6]. However, this approach requires 48 

an important computational effort; according to the experiences of Ruiz et al. [7], the computational time 49 

could be until two or three orders of magnitude higher than those required for solving a deterministic UC 50 

problem. For this reason, improvements in the mathematical formulation of SP and decomposition 51 

techniques have been widely suggested in the literature.  52 

Another approach proposed in the literature is based on chance-constrained programming (CCP). Ding 53 

et al. [8] have incorporated several uncertain variables, such as load demand, force outages, wind power, 54 



and energy prices in the UC problem using CCP. In this approach the stochastic constraints are 55 

substituted by their equivalent deterministic, in order to obtain a mathematical formulation that can be 56 

solved by using standard branch and bound algorithm. In a similar manner, Ji et al. [9] introduced a 57 

methodology based on CCP, where a combination of quantum-inspired binary gravitational search 58 

algorithm is used to determine the unit scheduling for several confidence levels and different forecasting 59 

errors.  60 

Wang et al. [10] have developed a model that combines CCP and SP. Authors proposed a combined 61 

sample average approximation (SAA) algorithm that consists of three main processes: scenario 62 

generation, convergence analysis, and solution validation. The optimization problem is solved by using a 63 

mixed integer linear programming (MILP) formulation.  64 

Hargreaves and Hobbs [11] have introduced a methodology based on stochastic dynamic programming 65 

(SDP) method. In this approach, the variables are discretized according to a determined increment so that 66 

the behaviour of each stochastic variable is represented by a finite number of levels. Load demand and 67 

wind power generation are represented by a Markov process, so that for a determined level, all possible 68 

combinations are considered.  69 

Wang et al. [12] developed a scheduling model where the uncertainty of wind power generation is 70 

represented by means of a stochastic mathematical formulation, while the corresponding variability is 71 

taken into account by substitution of the classical hourly constraints by an enhanced version on a sub-72 

hourly basis. To deal with the disadvantage of the computational time, an improved Benders 73 

decomposition algorithm is introduced.  74 

Zhao and Guan [13] developed an approach that incorporates the advantages of SP and robust 75 

methodologies. In their mathematical formulation, weights are introduced in the objective function for the 76 

stochastic and robust component in order to represent the preferences of the system operator. This unified 77 

approach faces the problem of the computational efforts related to the analysis of a large amount of 78 

scenarios, while dealing with conservativeness of the solution obtained from robust formulation. The 79 

resulting solution offers low expected generation cost, while guaranteeing the robustness of the power 80 

system. The efficiency of the algorithm is improved through the application of Benders’ decomposition.  81 

In a similar manner, Jiang et al. [14] proposed a two-stage robust formulation incorporating network 82 

constraints. In this method the uncertainty is represented by means of a two-dimensional set, and the 83 

robust UC problem is solved by using Benders’ decomposition.  84 



Luh et al. [15] developed a formulation that incorporates wind power generation through a Markov 85 

process. Using historical data, state transition matrices are built and introduced in the UC problem in 86 

order to obtain a model based on states instead of scenarios. The optimization problem is formulated in a 87 

linear manner and solved by using branch and cut algorithm. Sturt and Strbac [16] proposed a 88 

mathematical formulation of stochastic UC problem that uses a structure based on quantiles to build the 89 

scenario tree, offering an important cost reduction compared to the results obtained from the application 90 

of deterministic methodologies.  91 

Ji et al. [17] developed a methodology at which, from a large amount of scenarios generated, one 92 

representative is used. This scenario is chosen considering three main indexes: first index takes into 93 

account the power system security, second index takes into account generation costs, and the third index 94 

models the influence of the probability in the scheduling process. Once the representative scenario is 95 

chosen, the stochastic UC problem is solved by using gravitational search algorithm (GSA). 96 

As can be seen from the literature review previously presented, the stochastic UC problem is a 97 

challenging problem that requires considerable computational effort and time. Moreover, MILP 98 

formulation has been widely accepted as a methodology to determine the unit scheduling. The 99 

relationship between the number of scenarios, duality gap, and computational time is a very interesting 100 

topic. In [18] and [19], test systems based on the real operation of the California Independent Systems 101 

Operator (CAISO) have been analysed under different operating conditions. From [18], authors 102 

concluded that a duality gap of about 0.5% offers a reasonable and feasible solution, reducing the 103 

computational time. Otherwise, the numbers of scenarios should be selected taking into account the 104 

computational burden. For these reasons, in reference [19], the parallel implementation of Lagrangian 105 

relaxation has been proposed. According to the reported results, the parallelization of the stochastic UC 106 

problem lead to a reduction in the computational time within one day period if the number of cores used 107 

equals the number of scenarios analysed. Regarding the selection of the number of scenarios, a similar 108 

conclusion to that reported in reference [18] was reached; the amount of scenarios to be used in practice 109 

should be selected according to the computational time and resources available.  110 

The method proposed in this paper aims to establish a proportional relationship between the number of 111 

scenarios and the computational time required to analyse them. This is done through the analysis of each 112 

scenario separately. For example, according to the results reported in [7], the analysis of a single scenario 113 

takes 70 seconds in average, while the analysis of 12 scenarios (considering spinning reserve in all 114 



scenarios) takes 6300 seconds. If a proportional relationship could be established, the analysis of 12 115 

scenarios would take 840 seconds, which represents a considerable reduction in the solution time. Based 116 

on this hypothesis, in this paper a new methodology that takes information from the analysis of each 117 

scenario separately is proposed. In more detail, the UC problem is deterministically analysed for each 118 

scenario. Then, this information is used to determine the probabilistic behaviour of each generator at each 119 

hour in the scheduling problem. Finally, based on this probabilistic analysis, unit scheduling and its 120 

corresponding economic dispatch (ED) are estimated.  121 

The paper is organized as follow: Section 2 describes the scenario generation/reduction method used in 122 

this paper, section 3 describes the proposed approach for unit scheduling, section 4 describes the 123 

mathematical formulation of SP approach used as a point of reference, section 5 illustrates the proposed 124 

algorithm through a case study, and conclusions are presented in section 6. 125 

2. Scenario Generation/Reduction Process 126 

The representation of the stochastic characteristics of load demand and renewable power generation 127 

through some representative scenarios is a task that requires high accuracy due to its direct influence on 128 

the generation cost and power system operation. In this sense, several approaches have been proposed in 129 

the literature.  130 

Pappala et al. [20] developed a methodology to scenario generation and reduction based on particle 131 

swarm optimization (PSO). Load demand and wind power generation are modelled as independent 132 

random variables with a Gaussian join probability distribution function (PDF). The scenario reduction 133 

process is based on the solution of an optimization problem using the PSO algorithm, where the search 134 

space is the set of all considered scenarios, while each scenario is represented as a particle and the 135 

reduced scenario tree is represented by a swarm. The objective function of the optimization problem is the 136 

distance between the scenarios. The main advantage of this approach is that it does not require the 137 

comparison between all the scenarios considered.  138 

Morales et al. [21] proposed a methodology to the scenario generation of wind speed that consists on 139 

characterization and scenario generation processes. The characterization process consists on the 140 

normalization and fitting of the ARMA model of the time series of wind speed obtained from historical 141 

data, and the estimation of the corresponding spatial correlations through the variance-covariance matrix. 142 

While, the scenario generation process is carried out by using a white noise, the variance-covariance 143 

matrix previously estimated and the inverse probability transformation, in order to preserve the PDF. 144 



Suomalainen et al. [22] developed a model able to represent the daily pattern of wind speed 145 

incorporating the low-frequency behaviour. This methodology consists of six steps: Evaluation of 146 

seasonality of the time series under analysis, adjustment of ARMA model, identification of day types in 147 

the time series, estimation of probability distribution matrix that corresponds to the day type, generation 148 

of daily profiles and hourly behaviour.  149 

Haghi et al. [23] developed a method based on copula theory to the simulation of wind speed and 150 

power variations incorporating the temporal characteristics of these time series. This approach is able to 151 

consider the nonlinear temporal dependence and the non-Gaussian PDF.  152 

Baringo and Conejo [24] proposed a methodology that uses duration curves of load demand and wind 153 

power generation in combination with k-means clustering algorithm in order to generate scenarios taking 154 

into account the correlation between load and wind power production.  155 

Ma et al. [25] presented an approach that models the forecasting error through PDFs empirically 156 

determined, assuming that distribution of wind power variability could be modelled by using a t location-157 

scale distribution. Scenarios are generated by means of inverse probability transformation using a 158 

multivariate normal distribution and its corresponding covariance matrix. Depending on the geographic 159 

conditions and the characteristics of the wind farm under analysis, other techniques such as Monte Carlo 160 

simulation correlated by using Cholesky factorization, Latin Hypercube Sampling correlated by using 161 

rank sorting, and copula theory could be employed [26].  162 

The scenario generation and reduction method used in this paper consists on the generation of some 163 

hourly profiles in order to incorporate the correlated nature of wind power generation. Then, unexpected 164 

changes in the wind power production as a consequence of the forecasting error are simulated. Finally, 165 

the normalized probability of each scenario is estimated, which is later used during the stochastic UC 166 

solution. All these steps are described in the next sub-sections. 167 

2.1 Generation of hourly profiles of renewable power generation 168 

In the methodology used in this paper, the most important characteristics of the wind power time 169 

series, such as the correlation between consecutive observations, the forecasted wind power production 170 

and its corresponding error are taken into account. First, a set of scenarios is randomly generated 171 

considering the auto-correlated nature of the forecasted production and its hourly behaviour. Then, some 172 

of the scenarios previously generated are selected considering the estimated forecasting error. Finally, the 173 

best scenarios are chosen using the k-means clustering algorithm.  174 



The scenarios generated have to incorporate the correlated behaviour of the forecasted production and 175 

its hourly profile. On the one hand, the auto-correlated nature of wind power is incorporated by creating a 176 

random series according to a first-order autoregressive Markov process, as is shown in equation (1): 177 

௧ܴܰܣ = Øܴܰܣ௧ିଵ + ߳,                                                                        (1) 178 

where ߳ is represented by a Gaussian PDF with mean 0 and standard deviation equals to √1 − Øଶ. On the 179 

other hand, the profile of the forecasted wind power production is incorporated by means of its 180 

normalization, as shown in equation (2): 181 

௧ܩܹܲܶܰ = ௧ܩܹܲܶ) − (ௐீ்ߤ ⁄ௐீ்ߪ .                                                       (2) 182 

A normalized time series that incorporates the auto-correlated nature and the hourly profile of the 183 

forecasted wind power production is obtained by the addition of the series previously presented in 184 

equations (1) and (2), so the resultant time series is shown in (3): 185 

௧ܩܹܲܶܰ = ௧ܴܰܣ + ௧ܩܹܲܶܰ .                                                           (3) 186 

Then, total wind power generation is obtained by application of the probability transformation presented 187 

in Fig. 1. This methodology is used by the software HOMER to the synthetic generation of wind speed 188 

time series [27]. 189 

“See Figure 1” 190 

The outliers, which are defined as those scenarios with extremes and unlikely values, are located and 191 

deleted using the wind power forecasting error. Considering a determined significance level (α), the 192 

confidence intervals of each hour are estimated. Then, a vector of H elements (ܧܨ௧ ) is created for each 193 

scenario, this vector saves whether the scenario ݉ is inside the confidence interval. In other words, 194 

considering the scenario ݉ under analysis; if the value of  ܹܶܲܩ௧  at time t is inside the confidence 195 

interval of this hour, the corresponding element of vector ܧܨ௧  becomes 1, in other case it becomes 0. 196 

Then, the index ܧܨܫ is defined as is shown in equation (4): 197 

ܧܨܫ = ൭ܧܨ௧
ு

௧ୀଵ

൱  198 (4)                                                                     .ܪ /

This index reflects the degree in which the scenario ݉ fulfils the forecasting error in each hour. A 199 

value of 1 means that scenario ݉ is between the confidence interval in all hours; on the contrary, a value 200 

lower than 1 means that not all values of ܹܶܲܩ௧  are between the corresponding confidence intervals.  201 



Establishing a determined limit to the outliers (ߚ), scenarios that correspond to the desired forecasting 202 

error could be selected. For example, if a value of 0.8=ߚ is chosen, those scenarios with values of ܧܨܫ 203 

equal or higher than ߚ should be selected.  204 

The set of scenarios to be used in the stochastic UC is selected by the application of k-means clustering 205 

algorithm on the dataset obtained by means of equations (1)-(4) and parameter ߚ. The selection of the 206 

amount of scenarios to be considered depends on the number of clusters in the dataset and the available 207 

computational resources. The number of clusters could be determined by application of the Expectation-208 

Maximization (EM) algorithm in combination with the Bayesian Information Criterion (BIC). This would 209 

represent an approximation of the lower limit for the amount of scenarios required. The methodology 210 

proposed in this paper aims to introduce a proportional relationship between the computational time and 211 

the number of scenarios (this aspect is going to be analysed through a case study in section 5), so that the 212 

upper limit for the amount of scenarios could be estimated by using the average computational time 213 

required to solve a single scenario. The impact of the computational time required to solve the ED 214 

problem could be neglected at this stage due to a linear programming problem that requires less 215 

computational effort compared to MILP problem of UC. Then, the amount of scenarios to be used should 216 

be higher than the number of clusters of the dataset and limited by that amount that corresponds to the 217 

available computational resources. Once the amount of scenarios has been determined, the clustering 218 

process is carried out initialized by means of k-means++ algorithm. 219 

2.2 Simulation of sudden changes on renewable power generation 220 

The autocorrelation and other characteristics of wind power production are considered by means of 221 

ARMA model, specifically in equations (1)-(3). However, spinning reserve requirements should be 222 

estimated considering any possible and unexpected change in wind generation as a consequence of the 223 

forecasting error and other climatic variables.  224 

In this paper, this situation has been modelled by using integer and continuous random numbers. For 225 

each of the scenarios generated using the procedure described in section 2.1, a random number between 1 226 

and H is generated. Then, for this hour, the sudden change in renewable power production is simulated by 227 

introducing a random number within the corresponding confidence interval of the forecasting error of this 228 

hour. This is illustrated in Fig. 2, where the hour 18 has been randomly chosen and the corresponding 229 

drop in the wind generation has been simulated for scenario ݉.  230 

“See Figure 2” 231 



  2.3 Calculation of the normalized probability of each scenario 232 

Once the scenarios are obtained by using the procedure explained in sub-sections 2.1 and 2.2, the 233 

normalized probability assigned to each scenario is estimated. The first step consists on discretizing the 234 

PDF of the forecasting error of load demand and wind power generation. Fig. 3 shows this discretization 235 

of wind generation for the case when seven segments (7=ܬ) are chosen (load demand could be treated in a 236 

similar manner using the probability ܮ ௗܲ
௧ ܹ instead of (ܦ,…,1=݀)  ܲ

௧ , and 7=ܦ) which is a typical value 237 

frequently used in power system reliability analysis [28]. From this discretization process, the 238 

probabilities ܮ ௗܲ
௧  and ܹ ܲ

௧  for their corresponding load and wind power intervals are obtained. 239 

“See Figure 3” 240 

In the second step, for a determined scenario ݉ the status of the corresponding binary variables ܹܤ,
௧  241 

and ܤܮௗ ,
௧  are determined by taking into account the values of ܹܶܲܩ௧  and ܮ௧ , and their corresponding 242 

intervals in the discretized PDFs. Finally, the normalized probability of each scenario is calculated by 243 

using equation (5) [29]: 244 

ܰ ܲ{݉} =
∏ ቀ∑ ൫ܤܮௗ,

௧ ܮ ௗܲ
௧൯

ௗୀଵ ൫∑ ൫ܹܤ,
௧ ܹ ܲ

௧൯
ୀଵ ൯ቁு

௧ୀଵ

∑ ቀ∏ ൬∑ ൫ܤܮௗ,
௧ ܮ ௗܲ

௧൯
ௗୀଵ ቀ∑ ൫ܹܤ ,

௧ ܹ ܲ
௧൯

ୀଵ ቁ൰ு
௧ୀଵ ቁ ெ

ୀଵ

 .                                  (5) 245 

Note that equation (5) incorporates the variability related to the load demand; the set of scenarios 246 

related to this variable can be easily obtained by applying the procedure of section 2.1. The estimation for 247 

the normalized probability used in this paper corresponds to only one wind farm (aggregated wind 248 

generation); however, a more complete expression that incorporates the generation of several 249 

disaggregated wind farms can be found in reference [29].  250 

3. Proposed approach for unit scheduling 251 

The methodology proposed in this paper is based on the analysis of each scenario separately, so that 252 

the solution of successive deterministic UC problems is required. The deterministic UC problem has been 253 

extensively analysed in the literature and many methods have been proposed. Delarue et al. [30] have 254 

enhanced the traditional priority list method to the scheduling of systems with high integration of 255 

renewable sources, where net load has values considerably low. Carrion and Arroyo [31] proposed a 256 

MILP formulation widely used in the literature, while Morales-España et al. [32] have developed a novel 257 

formulation, incorporating start-up and shutdown trajectories of thermal generators, besides reducing the 258 

computational burden. Yuan et al. [33] have applied enhanced discrete evolution approach. Yuan et al. 259 

[34] have introduced second-order cone programming. Yu and Zhang [35] have combined Lagrangian 260 



relaxation and PSO algorithm. Roy and Sarkar [36] have applied quasi-oppositional teaching learning 261 

algorithm. Roy [37] proposed a method based on GSA. Dudek [38] has proposed a binary representation 262 

of start-up and shutdown times in order to be incorporated in a genetic algorithm (GA). Amjady and 263 

Ansari [39] developed a model based on Benders decomposition for hydrothermal unit commitment, and 264 

Rong et al. [40] proposed a methodology based on dynamic regrouping based sequential dynamic 265 

programming algorithm. 266 

The method used in this paper for the solution of the UC problem was adapted from the MILP 267 

formulation proposed in reference [31]. As was stated before in the introduction section, the UC problem 268 

is solved separately for each scenario, so that the objective function to be minimized is the total 269 

generation cost for the corresponding scenario ݉, which is represented by equation (6). The power 270 

balance of the system is represented by equation (7) and the spinning reserve constraint is represented by 271 

equation (8). Fuel consumption cost is modelled by the linear relationship of equation (9); however, 272 

details about the linearization process frequently implemented to model quadratic cost functions could be 273 

found in [31]. Start-up and shutdown costs have been modelled using equations (10)-(13). Generation 274 

limits and ramping constraints are represented by equations (14)-(19). Finally, minimum up and down 275 

time constraints are presented in equations (20)-(27): 276 

ܴ = ݉݅݊൫ܥܨ,
௧ + ,ܥܷܵ

௧ + ,ܥܦܵ
௧ ൯

ே

ୀଵ

ு

௧ୀଵ

;   ݉ = 1, …  277 (6)                                     ,ܯ,

 ܲ,
௧

ே

ୀଵ

+ ܹ
௧ = ௧ܮ ;   ݉ = 1, ;ܯ… ݐ  = 1,  278 (7)                                              ,ܪ…

ܯ ܲ,
௧ − ܲ,

௧
ே

ୀଵ

ே

ୀଵ

≥ ௧ܮ(ܴܵ) ;   ݉ = 1, ;ܯ… ݐ  = 1,  279 (8)                                  ,ܪ…

,ܥܨ
௧ = ܽݒ,

௧ + ܾ ܲ,
௧ ;   ݊ = 1, … ,ܰ;݉ = 1, ;ܯ… ݐ  = 1,  280 (9)                            ,ܪ…

,ܥܷܵ
௧ ≥ ௭ܭ ݒ,

௧ −ݒ,
௧ି

௭

ୀଵ

 ; ݖ   = 1, … ,ܼ;  ݊ = 1, …ܰ; ݐ  = 1, …  281 (10)               ,ܪ,

,ܥܷܵ
௧ ≥ 0;  ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  282 (11)                                ,ܪ…

,ܥܦܵ
௧ ≥ ,ݒൣܥ

௧ିଵ − ,ݒ
௧ ൧;   ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  283 (12)                    ,ܪ…

,ܥܦܵ
௧ ≥ 0;  ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  284 (13)                                ,ܪ…

ܲ
ݒ,

௧ ≤ ܲ,
௧ ≤ ܯ ܲ,

௧ ;  ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  285 (14)                       ,ܪ…

0 ≤ ܯ ܲ,
௧ ≤ ܲ

௫ݒ,
௧ ;  ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  286 (15)                    ,ܪ…



ܯ ܲ,
௧ ≤ ܲ,

௧ିଵ + ܷܴݒ,
௧ିଵ + ܷܴܵൣݒ,

௧ − ,ݒ
௧ିଵ൧ + ܲ

௫ൣ1 − ,ݒ
௧ ൧ ;                            287 

݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  288 (16)                                         ,ܪ…

ܯ ܲ,
௧ ≤ ܲ

௫ݒ,
௧ାଵ+ܴܵܦൣݒ,

௧ − ,ݒ
௧ାଵ൧;                                                    289 

 ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1, … ܪ, − 1,                                        (17) 290 

ܲ,
௧ିଵ − ܲ,

௧ ≤ ,ݒܴܦ
௧ + ,ݒൣܴܦܵ

௧ିଵ − ,ݒ
௧ ൧ + ܲ

௫ൣ1 − ,ݒ
௧ିଵ൧;                               291 

݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1, … ܪ, − 1,                                       (18) 292 

ܹ
௧ ≤ ௧ܩܹܲܶ ;  ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1, … ܪ, − 1,                               (19) 293 

ܷ ܲ = ݉݅݊൛ܪ, ܷܯ] ܶ − ܱ ܰ
]ݒ,

 ൟ ;  ݊ = 1, … ,ܰ;  ݉ = 1,  294 (20)                      ,ܯ…

ൣ1 − ,ݒ
௧ ൧



௧ୀଵ

= 0;  ݊ = 1, … ,ܰ;  ݉ = 1,  295 (21)                                      ,ܯ…

 ,ݒ


௧ାெ ்ିଵ

ୀ௧

≥ ܷܯ ܶൣݒ,
௧ − ,ݒ

௧ିଵ൧;                                                296 

݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = ܷ ܲ + 1, … ܪ, ܷܯ− ܶ + 1,                   (22) 297 

൛ݒ,
 − ,ݒൣ

௧ − ,ݒ
௧ିଵ൧ൟ

ு

ୀ௧

≥ 0;                                                                       298 

 ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = ܪ ܷܯ− ܶ + 2, …  299 (23)                               ,ܪ,

ܦ ܹ = ݉݅݊൛ܪ, ܦܯ] ܶ − ]ൣ1ܨܨܱ − ,ݒ
 ൧ൟ;  ݊ = 1, … ,ܰ;  ݉ = 1,  300 (24)              ,ܯ…

 ,ݒ
௧

ௐ,

௧ୀଵ

= 0;  ݊ = 1, … ,ܰ;  ݉ = 1,  301 (25)                                          ,ܯ…

 ൣ1 − ,ݒ
 ൧

௧ାெ ்ିଵ

ୀ௧

≥ ܦܯ ܶൣݒ,
௧ିଵ − ,ݒ

௧ ൧;                                              302 

 ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = ܦ ܹ + 1, … ܪ, ܦܯ− ܶ + 1,                   (26) 303 

൛1 − ,ݒ
 − ,ݒൣ

௧ିଵ − ,ݒ
௧ ൧ൟ

ு

ୀ௧

≥ 0;                                                   304 

݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = ܪ ܦܯ− ܶ + 2, …  305 (27)                             .ܪ,

The proposed approach consists of building the PDF of the situation at which a determined generator 306 

(n) be committed or not at a determined time (t). Then, those generators with high probability of being 307 

committed are selected in order to determine a common scheduling for all scenarios considered. Finally, a 308 

repairing process is applied in order to obtain a feasible solution.  309 



The PDF of committing a determined generator at a specific time is estimated using the normalized 310 

probability of equation (5). In other words, each of the scenarios generated according to the methodology 311 

presented in section 2 are supposed to be mutually exclusive, so that the required PDF can be estimated 312 

by the addition of the corresponding normalized probabilities. Then, the probability that a determined 313 

generator be committed or not could be estimated from the solution of the UC problem for each scenario 314 

and the corresponding normalized probability. The solution of the UC problem for each scenario is found 315 

using the MILP formulation described in equations (6)-(27). This idea is mathematically expressed in 316 

equation (28): 317 

ܲ{ܷ௧ = 1} = ܰ ܲ{݉}ݒ,
௧

ெ

ୀଵ

;  ݊ = 1, … ,ܰ.                                          (28) 318 

Once the PDF has been estimated, those hours that have high probability of be committed are selected. 319 

For example, defining a determined significance level (ɣ), all those generators with probability of be 320 

committed equal or higher than ɣ could be selected. From this procedure, a binary matrix suggesting the 321 

commitment of a determined generator at a specific time is obtained. However, this solution could not 322 

fulfil minimum up and down time constraints. To overcome this problem, a minimum up and down time 323 

repairing process is applied. The complete algorithm to minimum up and down time repairing was 324 

developed by Dieu and Ongsakul [41] and it is briefly described as follows: 325 

 Step 1: Update the matrices ܱ ܰ
௧ and ܱܨܨ௧ using equations (29) and (30). 326 

ܱ ܰ
௧ = ൜ܱ ܰ

௧ିଵ + 1 ;      ܷ௧ = 1
0 ;                         ܷ௧ = 0

;  ݊ = 1, … ,ܰ,                                         (29) 327 

௧ܨܨܱ = ൜ܱܨܨ
௧ିଵ + 1 ;      ܷ௧ = 0

0 ;                           ܷ௧ = 1
;  ݊ = 1, … ,ܰ,                                       (30) 328 

 Step 2: Set 329 .1 ← ݐ 

 Step 3: Set ݊ ← 1. 330 

 Step 4: If (ܷ௧  = 0) and (ܷ௧ିଵ = 1) and  (ܱ ܰ
௧ିଵ < ܷܯ ܶ). Then, ܷ௧  = 1. 331 

 Step 5: If (ܷ௧  = 0) and (ܷ௧ିଵ = 1) and (ݐ + ܦܯ ܶ − 1 ≤ ܨܨܱ) and (ܪ 
௧ାெ ்ିଵ < ܦܯ ܶ). 332 

Then, ܷ௧  = 1. 333 

 Step 6: If (ܷ௧  = 0) and (ܷ௧ିଵ = 1) and (ݐ + ܦܯ ܶ − 1 > ∑) and (ܪ ܷு
ୀ௧ > 0). Then, ܷ௧  = 1. 334 

 Step 7: Update the matrices ܱ ܰ
௧ and ܱܨܨ௧. 335 

 Step 8: If (݊ < ܰ). Then, ݊ ← ݊ + 1 and go to Step 4. 336 

 Step 9: If (ܪ > ݐ). Then, 1 + ݐ ← ݐ and go to Step 3. Otherwise, stop. 337 



When the solution to the stochastic UC problem has been decided, the corresponding dispatch of each 338 

generator is determined. This task is carried out by solving the ED problem for each scenario using the 339 

solution of the UC problem previously estimated (ܷ௧ ). The mathematical formulation for solving the ED 340 

problem is presented in equations (31)-(44) [6, 7, 31]. 341 

ܴ = ݉݅݊∑ ∑ ൫ܥܨ,
௧ + ௧ܥܷܵ + ௧ܥܦܵ + ܮܮܱܸ × ௧ܵܰܧ + ܸܴܰܵ × ܴܰܵ௧ ൯ே

ୀଵ
ு
௧ୀଵ ;  ݉ = 1, … ,ܯ, (31)       342 

 ܲ,
௧

ே

ୀଵ

+ ܹ
௧ + ௧ܵܰܧ = ௧ܮ ;   ݉ = 1, ;ܯ… ݐ  = 1,  343 (32)                           ,ܪ…

ܯ ܲ,
௧ − ܲ,

௧
ே

ୀଵ

ே

ୀଵ

+ ܴܰܵ௧ ≥ ௧ܮ(ܴܵ) ;   ݉ = 1, ;ܯ… ݐ  = 1,  344 (33)              ,ܪ…

,ܥܨ
௧ = ܷܽ௧ + ܾ ܲ,

௧ ;   ݊ = 1, … ,ܰ;݉ = 1, ;ܯ… ݐ  = 1,  345 (34)                            ,ܪ…

௧ܥܷܵ ≥ ௭ܭ ܷ௧ −ܷ
௧ି

௭

ୀଵ

 ; ݖ   = 1, … ,ܼ;  ݊ = 1, …ܰ; ݐ  = 1, …  346 (35)               ,ܪ,

௧ܥܷܵ ≥ 0;  ݊ = 1, … ,ܰ; ݐ  = 1,  347 (36)                                ,ܪ…

௧ܥܦܵ ≥ [ܷ௧ିଵܥ − ܷ௧ ];   ݊ = 1, … ,ܰ; ݐ  = 1,  348 (37)                    ,ܪ…

௧ܥܦܵ ≥ 0;  ݊ = 1, … ,ܰ; ݐ  = 1,  349 (38)                                ,ܪ…

ܲ
ܷ௧ ≤ ܲ,

௧ ≤ ܯ ܲ,
௧ ;  ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  350 (39)                       ,ܪ…

0 ≤ ܯ ܲ,
௧ ≤ ܲ

௫ܷ௧ ;  ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  351 (40)                    ,ܪ…

ܯ ܲ,
௧ ≤ ܲ,

௧ିଵ + ܷܴܷ௧ିଵ + ܷܴܵ[ܷ௧ − ܷ௧ିଵ] + ܲ
௫[1 − ܷ௧] ;                            352 

݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  353 (41)                                         ,ܪ…

ܯ ܲ,
௧ ≤ ܲ

௫ܷ௧ାଵ+ܴܵܦ[ܷ௧ − ܷ௧ାଵ];                                                    354 

 ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1, … ܪ, − 1,                                        (42) 355 

ܲ,
௧ିଵ − ܲ,

௧ ≤ ܷ௧ܴܦ + [ܷ௧ିଵܴܦܵ − ܷ௧ ] + ܲ
௫[1 − ܷ௧ିଵ]                               356 

݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1, … ܪ, − 1,                                       (43) 357 

ܹ
௧ ≤ ௧ܩܹܲܶ ;  ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1, … ܪ, − 1.                               (44) 358 

Then, expected power production and expected generation cost are estimated by means of equations 359 

(45) and (46), respectively. 360 

}ܧ ܲ
௧} = ܰ ܲ{݉} ܲ,

௧
ெ

ୀଵ

;  ݊ = 1, … ,ܰ,                                            (45) 361 

{ܴ}ܧ = ܰ ܲ{݉}ܴ

ெ

ୀଵ

;  ݊ = 1, … ,ܰ.                                            (46) 362 



As the amount of power generation is limited through the significance level ɣ, it is likely that the 363 

spinning reserve requirement could not be achieved for some scenarios. This condition is probabilistically 364 

analysed by evaluating the probability of requiring additional generation to fulfil the reserve 365 

requirements. PDF of reserve not supplied (RNS) is built from the obtained results after solving the ED 366 

problem using equations (31)-(44); then, the expression ( ܲ{ܴܰܵ = 0}) could be easily determined.  367 

The proposed methodology is summarized in the flowchart shown in Fig. 4. 368 

“See Figure 4” 369 

4. Stochastic programming approach for unit scheduling 370 

SP approach has been suggested by many authors to solve unit scheduling problem under uncertainty. 371 

In order to evaluate the quality of the solution obtained from the proposed methodology in this paper, a 372 

SP optimization model with reserve requirements based on references [7, 31] was developed. The 373 

mathematical formulation of the SP approach is presented in equations (47)-(68). 374 

݉݅݊ ൝
1
ܯ
൭൫ܥܨ,

௧ + ௧ܥܷܵ + ௧൯ܥܦܵ
ே

ୀଵ

ு

௧ୀଵ

൱
ெ

ୀଵ

ൡ                                        (47) 375 

 ܲ,
௧

ே

ୀଵ

+ ܹ
௧ = ௧ܮ ;   ݉ = 1, ;ܯ… ݐ  = 1,  376 (48)                                              ,ܪ…

ܯ ܲ,
௧ − ܲ,

௧
ே

ୀଵ

ே

ୀଵ

≥ ௧ܮ(ܴܵ) ;   ݉ = 1, ;ܯ… ݐ  = 1,  377 (49)                                  ,ܪ…

,ܥܨ
௧ = ܷܽ௧ + ܾ ܲ,

௧ ;   ݊ = 1, … ,ܰ;݉ = 1, ;ܯ… ݐ  = 1,  378 (50)                            ,ܪ…

௧ܥܷܵ ≥ ௭ܭ ܷ௧ −ܷ
௧ି

௭

ୀଵ

 ; ݖ   = 1, … ,ܼ;  ݊ = 1, …ܰ; ݐ  = 1, …  379 (51)               ,ܪ,

௧ܥܷܵ ≥ 0;  ݊ = 1, … ,ܰ; ݐ  = 1,  380 (52)                                ,ܪ…

௧ܥܦܵ ≥ [ܷ௧ିଵܥ − ܷ௧ ];   ݊ = 1, … ,ܰ; ݐ  = 1,  381 (53)                    ,ܪ…

௧ܥܦܵ ≥ 0;  ݊ = 1, … ,ܰ; ݐ  = 1,  382 (54)                                ,ܪ…

ܲ
ܷ௧ ≤ ܲ,

௧ ≤ ܯ ܲ,
௧ ;  ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  383 (55)                       ,ܪ…

0 ≤ ܯ ܲ,
௧ ≤ ܲ

௫ܷ௧ ;  ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  384 (56)                    ,ܪ…

ܯ ܲ,
௧ ≤ ܲ,

௧ିଵ + ܷܴܷ௧ିଵ + ܷܴܵ[ܷ௧ − ܷ௧ିଵ] + ܲ
௫[1 − ܷ௧] ;                            385 

݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1,  386 (57)                                         ,ܪ…

ܯ ܲ,
௧ ≤ ܲ

௫ܷ௧ାଵ+ܴܵܦ[ܷ௧ − ܷ௧ାଵ];                                                    387 

 ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1, … ܪ, − 1,                                        (58) 388 



ܲ,
௧ିଵ − ܲ,

௧ ≤ ܷ௧ܴܦ + [ܷ௧ିଵܴܦܵ − ܷ௧ ] + ܲ
௫[1 − ܷ௧ିଵ]                               389 

݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1, … ܪ, − 1,                                       (59) 390 

ܹ
௧ ≤ ௧ܩܹܲܶ ;  ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = 1, … ܪ, − 1,                               (60) 391 

ܷ ܲ = ,ܪ}݊݅݉ ܷܯ] ܶ − ܱ ܰ
]ܷ} ;  ݊ = 1, … ,ܰ;  ݉ = 1,  392 (61)                      ,ܯ…

[1 − ܷ௧ ]


௧ୀଵ

= 0;  ݊ = 1, … ,ܰ;  ݉ = 1,  393 (62)                                      ,ܯ…

 ܷ


௧ାெ ்ିଵ

ୀ௧

≥ ܷܯ ܶ[ܷ௧ − ܷ௧ିଵ];                                                394 

݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = ܷ ܲ + 1, … ܪ, ܷܯ− ܶ + 1,                   (63) 395 

൛ܷ
 − [ܷ௧ − ܷ௧ିଵ]ൟ

ு

ୀ௧

≥ 0;                                                                       396 

 ݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = ܪ ܷܯ− ܶ + 2, …  397 (64)                               ,ܪ,

ܦ ܹ = ,ܪ}݊݅݉ ܦܯ] ܶ − ][1ܨܨܱ − ܷ]};  ݊ = 1, … ,ܰ,              (65) 398 

ܷ௧
ௐ

௧ୀଵ

= 0;  ݊ = 1, … ,ܰ,                                          (66) 399 

 ൣ1 − ܷ
൧

௧ାெ ்ିଵ

ୀ௧

≥ ܦܯ ܶ[ܷ௧ିଵ − ܷ௧];                                              400 

 ݊ = 1, … ,ܰ; ݐ  = ܦ ܹ + 1, … ܪ, ܦܯ− ܶ + 1,                   (67) 401 

൛1 − ܷ
 − [ܷ௧ିଵ − ܷ௧]ൟ

ு

ୀ௧

≥ 0;                                                   402 

݊ = 1, … ,ܰ;  ݉ = 1, ;ܯ… ݐ  = ܪ ܦܯ− ܶ + 2, …  403 (68)                             .ܪ,

5. Case Study 404 

The proposed approach to the solution of the UC problem incorporating the uncertainty related to the 405 

wind power generation is illustrated by analysing a power system whose characteristics are presented in 406 

Tables 1 and 2, where the quadratic fuel consumption cost has been linearized according to the 407 

formulation presented in equations (9), (34), and (50). The forecasted load demand and wind power 408 

generation are shown in Table 3 [17, 31], and the required spinning reserve was assumed to be 0.1 409 

(SR=0.1). 410 

“See Table 1” 411 

“See Table 2” 412 



“See Table 3” 413 

The average computational time to solve a single scenario is estimated in 6.931 seconds per scenario, 414 

while the number of clusters in the initial dataset was only one due to all the pre-processing process 415 

carried out in section 2.1. Under this context, 300 scenarios have been chosen in our illustrative case 416 

study (M = 300) according to the computational resources available. The computer employed has Intel 417 

(R) Core (TM) i7-3630QM CPU @ 2.40 GHz with 8.00 GB of memory and 64 Bit operating system. The 418 

expected time required for determining the unit scheduling is 2,079.379 seconds approximately. 419 

The process explained in section 2, regarding scenario generation/reduction method, has been 420 

implemented in MATLAB programming language. Initially, 10,000 scenarios were randomly generated; 421 

then, considering a forecasting error of 20%, α = 0.01 and β = 1; 5,990 scenarios were selected. Next, 300 422 

scenarios were selected from the application of k-means algorithm. The scenarios synthetically generated 423 

are shown in Fig. 5. While, Fig. 6 shows the results obtained from the estimation of the normalized 424 

probability (ܰ ܲ{݉}) of each scenario m according to section 2.3. 425 

“See Figure 5” 426 

“See Figure 6” 427 

The mathematical model of the proposed approach presented in section 3 was implemented in GAMS 428 

programming language considering duality gap equal to zero in order to obtain the optimal solution, while 429 

the optimization problem was solved by using branch and cut algorithm incorporated in CPLEX solver. 430 

Table 4 presents the estimated PDF of committing a determined unit at a specific time. It can be observed 431 

how those generators that are in base and cycling condition are committed in all the scenarios and 432 

consequently they have probability of being committed equal to 1. Moreover, peak units have probability 433 

lower than 1 in order to fulfil spinning reserve requirements. By selecting those generators with 434 

probability of being committed equal or higher than 1% (ɣ = 0.01 in ܲ{ܷ௧ = 1} ≥ ɣ) and the application 435 

of the minimum up/down time repairing process, a solution to the UC problem was obtained, as it is 436 

shown in Table 5. This is how the decision of which unit should be committed is taken, using the 437 

probability of being committed or not. This procedure leads to a UC solution common to all scenarios. 438 

“See Table 4” 439 

“See Table 5” 440 

Once a solution to the unit scheduling has been found, the expected power production was estimated 441 

through equation (45) and it is presented in Table 6. In a similar manner, the expected total generation 442 



cost is determined by using equation (46). The values of VOLL and VRNS were assumed to be artificially 443 

high. The SP formulation presented in section 4 was implemented in GAMS and used as point of 444 

comparison of the approach proposed in this paper, while the ED formulation presented in section 3 was 445 

used for the estimation of the expected generation cost. The expected generation cost obtained from the 446 

proposed approach was 518,507.516 $ in 2,233.337 seconds, while the equivalent result obtained from SP 447 

approach was 515,958.972 $ (duality gap equal to 0.0079%) in 11,120.16 seconds. As can be observed, 448 

from the application of the proposed approach an approximation to the optimal unit scheduling can be 449 

found in a reduced computational time; in this case, the difference in the expected generation cost is just 450 

0.49%. 451 

“See Table 6” 452 

Table 7 presents the behaviour of the expected generation cost, the probability of requiring any 453 

additional reserve and the quality of the solution expressed as the comparison with the generation cost 454 

obtained from SP approach. From these results it is possible to observe how the quality of the solution 455 

decreases as the parameter ɣ increases; if a significance level of 1% for the reserve requirement is 456 

selected, the solution that corresponds to ɣ=0.01% could be selected. The significance level (ɣ) involved 457 

in the selection of the definitive unit commitment (ܷ௧ ) defines the amount of power generation to be 458 

committed according to the corresponding probability required. Parameter ɣ has influence in the cost and 459 

the robustness of the scheduling, since for low values of parameter ɣ, more units will be committed and 460 

consequently the expected generation cost will be higher. On the contrary, as the value of the parameter ɣ 461 

increases, the probability of meeting the required reserve requirement is reduced. This parameter allows 462 

controlling the quality of the obtained solution. In general sense, it is possible concluding that the 463 

proposed methodology offers a satisfactory solution in a reduced computational time but it is not capable 464 

to guarantee the optimality of such solution, while the SP approach can guarantee the optimality of the 465 

solution but employing high computational resources. 466 

“See Table 7” 467 

The influence of the amount of scenarios on the computational time was analysed and compared to the 468 

SP approach. The results are shown in Fig. 7. During the evaluation of the proposed approach, duality gap 469 

was set to zero, while the evaluation of SP approach was carried out by considering duality gap equal to 470 

0.01%. 471 

“See Figure 7” 472 



According to these results, it is possible observing the considerable increment in the computational 473 

time when a number of scenarios higher than 100 is chosen and the SP approach is implemented. 474 

However, for a reduced number of scenarios (50 scenarios or less) computational times are similar. On 475 

the contrary, the proposed approach presents a linear behaviour with the number of scenarios, which 476 

allows obtaining an important reduction in the computational time when a high amount of scenarios are 477 

employed. 478 

The behaviour of the proposed methodology for two power systems of 50 and 100 generators was 479 

analysed. The characteristics of these systems were obtained by replication of the 10-units system 480 

presented in Tables 1 and 2, and multiplication of load demand and wind generation by the corresponding 481 

scaling factor, while the number of scenarios considered was 50. In these cases, duality gap used to 482 

analyse each scenario in the proposed approach was adjusted to 0.5% and the time limit of 28,800 483 

seconds was assumed. When the 50-units system was analysed by using the SP approach, the expected 484 

generation cost was 2,556,389.49 $ in 28,806.73 seconds (duality gap equal to 0.2021%). Table 8 485 

presents the behaviour of the proposed approach for several values of the parameter ɣ. The computational 486 

time required by the proposed approach was just 1,969.604 seconds.  487 

“See Table 8” 488 

When the 100-units system was analysed by using the SP approach, the expected generation cost was 489 

5,116,542.844 $ in 28,813.99 seconds (duality gap equal to 0.32%). Table 9 presents the behaviour of the 490 

proposed approach for several values of the parameter ɣ. The computational time required by the 491 

proposed approach was just 4,411.592 seconds. From the results presented in Tables 8 and 9 it is possible 492 

observing the high error obtained in comparison to those obtained when the case of 10-units system was 493 

analysed (Table 7), at which the duality gap was adjusted to zero. Taking into account that these systems 494 

were analysed by adjusting the duality gap equal to 0.5%, it is possible concluding that the proposed 495 

approach is sensitive to the duality gap used to solve the scheduling of each scenario. In other words, the 496 

error obtained from the solution of each scenario is directly propagated to the estimated PDF of unit 497 

scheduling, which directly influences the quality of the obtained solution. 498 

“See Table 9” 499 

 500 

 501 

 502 



6. Conclusions 503 

This paper presented a methodology for the solution of the UC problem to be applied in systems with 504 

high integration of renewable power sources. The proposed methodology consists of the generation of 505 

some representative scenarios, which are selected considering the auto-correlated nature, the hourly wind 506 

power forecasting and its corresponding error. In the next step, using the normalized probability of each 507 

scenario, the PDF of a determined generator to be committed or not is determined by solving each 508 

scenario separately using MILP formulation. Finally, according to a determined probability level (ɣ), 509 

those hours with probability of committing a determined unit equal or higher than ɣ are selected and the 510 

minimum up/down time repair is applied in order to obtain a feasible solution. The proposed 511 

methodology was illustrated through a case study and the comparison with SP approach was carried out, 512 

concluding that the proposed approach can provide a satisfactory solution in a reduced computational 513 

time. 514 
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Figure Captions 605 
 606 

 607 
Figure 1 608 
Probability transformation 609 
 610 

 611 
Figure 2 612 
Simulation of sudden changes on wind power generation  613 
 614 

 615 
Figure 3 616 
Discretization of PDF of wind generation 617 
 618 
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 619 
Figure 4 620 
Flowchart of the proposed methodology 621 
 622 

 623 
Figure 5 624 
Scenarios of wind generation 625 
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Figure 6 628 
Normalized probability of scenarios of wind generation 629 
 630 

 631 
Figure 7 632 
Comparison of computational time       633 
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Table Captions 647 
 648 
 649 
 650 

Table 2  651 
Description of the 10-unit power system 652 

n Pnmin (MW) Pnmax(MW) an ($/h) bn ($/MWh) DR (MW/h) UR (MW/h) 
1 150 455 959.82 16.480 130 130 
2 150 455 944.05 17.448 130 130 
3 20 130 690.80 16.900 90 90 
4 20 130 670.30 16.817 60 60 
5 25 162 421.52 20.444 60 60 
6 20 80 354.410 22.972 40 40 
7 25 85 477.860 27.827 40 40 
8 10 55 656.370 26.188 40 40 
9 10 55 663.050 27.414 40 40 
10 10 55 668.480 27.902 40 40 

 
 
 

Table 2  
Description of the 10-unit power system (continued) 

n ܲ
(MW) ISn (h) MUTn (h) MDTn (h) CSCn ($) HSCn ($) CSTn (h) 

1 455 8 8 8 9,000 4,500 5 

2 163 8 8 8 10,000 5,000 5 

3 0 -6 6 6 1,800 900 4 

4 0 -5 5 5 1,120 560 4 

5 0 -5 5 5 1,100 550 4 

6 0 -3 3 3 340 170 2 

7 0 -3 3 3 340 170 2 

8 0 -3 3 3 520 260 0 

9 0 -3 3 3 520 260 0 

10 0 -1 1 1 60 30 0 
ISn: Initial state of unit n 
CSCn: Cold startup cost of unit n 
HSCn: Hot startup cost of unit n 
CSTn: Cold startup time of unit n 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Table 3  
Forecasted wind generation and load demand 

Time (h) Wind (MW) Load (MW) Time (h) Wind (MW) Load (MW) 

1 93 700 13 60 1,400 

2 107 750 14 115 1,300 

3 100 850 15 68 1,200 

4 100 950 16 70 1,050 

5 117 1,000 17 117 1,000 

6 103 1,100 18 135 1,100 

7 108 1,150 19 110 1,200 

8 80 1,200 20 121 1,400 

9 60 1,300 21 123 1,300 

10 57 1,400 22 110 1,100 

11 78 1,450 23 88 900 

12 72 1,500 24 47 800 
 

Table 4  
Estimated PDF of unit scheduling 

Unit 
Time (h) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

3 0 0 0 0 0 0 0.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.90 0.03 0.03 0.03 0.03 0.04 0.04 0.03 0.01 0.01 

4 0 0 0 0 0.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0 0 

5 0 0 0 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.00 0 

6 0 0 0 0 0 0 0 0 1.00 1.00 1.00 1.00 1.00 0.74 0.10 0.00 0 0 0.96 0.98 0.98 0.04 0.00 0 

7 0 0 0 0 0 0 0 0 0.00 0.99 0.99 0.99 0.99 0.00 0 0 0 0 0.00 0.00 0.00 0 0 0 

8 0 0 0 0 0 0 0 0 0 0.65 0.98 1.00 0.28 0 0 0 0 0 0 1.00 0.93 0 0 0 

9 0 0 0 0 0 0 0 0 0 0 0.01 1.00 0 0 0 0 0 0 0 0.98 0 0 0 0 

10 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0 0 0 0.96 0 0 0 0 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Table 5 
Definitive decision of the unit scheduling 

Unit 
Time (h) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

3 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

4 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

5 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

6 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 1 1 1 1 0 0 

7 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 0 0 0 

9 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 

10 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 

 
Table 6  
Expected power production over the horizon of scheduling 

Unit 
Time (h) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

1 452.8 391.3 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 455.0 

2 151.0 243.1 288.1 360.8 392.6 427.7 422.5 404.2 453.9 455.0 455.0 455.0 455.0 418.6 365.3 235.4 150.2 216.3 326.0 455.0 396.6 271.8 267.8 289.7 

3 0 0 0 0 0 0 0 80.0 130.0 130.0 130.0 130.0 130.0 130.0 130.0 125.0 115.1 129.9 124.6 130.0 130.0 129.8 80.0 0 

4 0 0 0 0 0 80.0 130.0 130.0 130.0 130.0 130.0 130.0 130.0 130.0 130.0 130.0 130.0 130.0 130.0 130.0 130.0 80.0 0 0 

5 0 0 0 25.0 25.6 25.4 26.8 43.9 44.9 112.9 131.1 162.0 106.7 25.0 25.0 25.0 25.0 25.0 25.0 50.1 25.0 25.0 0 0 

6 0 0 0 0 0 0 0 0 20.0 20.0 20.0 36.1 20.4 20.0 20.0 0 0 0 20.0 20.0 20.0 20.0 0 0 

7 0 0 0 0 0 0 0 0 0 25.0 25.0 25.0 25.0 0 0 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 0 0 0 0 0 10.0 10.0 10.2 10.0 0 0 0 0 0 0 10.0 10.0 0 0 0 

9 0 0 0 0 0 0 0 0 0 0 10.0 10.0 0 0 0 0 0 0 0 10.0 0 0 0 0 

10 0 0 0 0 0 0 0 0 0 0 0 10.0 0 0 0 0 0 0 0 10.0 0 0 0 0 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Table 7  
Behaviour of generation cost for several values of ɣ (10-unit system) 

ɣ ܧ{ܴ} ܲ{ܴܰܵ = 0} Error (%) 

0.0001 523,426.6 0.999722 1.447321 

0.001 523,426.6 0.999722 1.447321 

0.01 518,507.5 0.998472 0.493943 

0.02 517,168.9 0.986806 0.234495 

0.03 517,168.9 0.986806 0.234495 

0.04 515,820.4 0.986111 -0.02686 

0.05 512,424.4 0.949722 -0.68505 

0.06 512,424.4 0.949722 -0.68505 

0.07 512,424.4 0.949722 -0.68505 

0.08 512,424.4 0.949722 -0.68505 

0.09 512,424.4 0.949722 -0.68505 

0.1 511,989.9 0.949583 -0.76927 
 

Table 8  
Behaviour of generation cost for several values of ɣ (50-unit system) 

ɣ ܧ{ܴ} ܲ{ܴܰܵ = 0} Error (%) 

0.0001 2,680,318 1 4.847809 

0.001 2,663,395 1 4.18582 

0.01 2,633,176 1 3.003711 

0.02 2,625,136 1 2.689185 

0.03 2,617,850 1 2.404209 

0.04 2,604,744 1 1.891506 

0.05 2,600,582 1 1.728718 

0.06 2,596,948 1 1.586557 

0.07 2,595,354 1 1.524217 

0.08 2,593,443 1 1.449456 

0.09 2,587,955 1 1.234767 

0.1 2,586,222 1 1.166966 

0.2 2,574,595 0.999167 0.712145 

0.3 2,565,285 0.9975 0.347964 

0.4 2,548,150 0.795833 -0.32231 

0.5 2,538,647 0.63 -0.69405 
 
 
 
 
 
 
 
 
 



Table 9  
Behaviour of generation cost for several values of ɣ (100-unit system) 

ɣ ܧ{ܴ} ܲ{ܴܰܵ = 0} Error (%) 

0.0001 5,368,030 1 4.915172 

0.001 5,321,134 1 3.998619 

0.01 5,269,032 1 2.980316 

0.02 5,258,307 1 2.770699 

0.03 5,243,674 1 2.484709 

0.04 5,214,841 1 1.921191 

0.05 5,212,409 1 1.873658 

0.06 5,203,711 1 1.703644 

0.07 5,200,415 1 1.639233 

0.08 5,194,545 1 1.524501 

0.09 5,187,589 0.999167 1.388561 

0.1 5,187,589 0.999167 1.388561 

0.2 5,164,497 0.999167 0.937246 

0.3 5,152,418 0.999167 0.701155 

0.4 5,114,534 0.904167 -0.03926 

0.5 5,084,910 0.665833 -0.61824 
 
 
 


