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Abstract 

High penetration of renewable energy sources, especially weather-dependent sources, has increased the power systems uncertainties. For any 

analysis in power systems such as planning and operation, it is essential to confront the stochastic nature of these sources in order to get 

much more precise results. Since operators need proper strategies and methods to decline negative effects of the stochastic behavior of 

renewable power generators, such as total operation cost growth, this paper provides a review of different state-of-the-art approaches from 

the operator’s viewpoint for handling the stochastic behavior of renewable sources. Hence, in this paper, three different strategies are 

categorized for stochastic analysis of these sources. The first strategy is mathematical modelling including stochastic dependency and 

independency, multi-dimensional dependence, forecast and scenarios. Afterwards, demand side management, which is one of the other 

approaches for dealing with these uncertainties, is investigated and different demand response programs and some methods to model them 

are presented. Finally, the effect of different electricity market schemes and relevant optimization methods to mitigate the variations of 

renewable energy sources are discussed. The study demonstrates that an operator should choose one or a combination of these three 

approaches based on its requirements. 
Keywords: renewable energy sources; stochastic modelling; operator; demand side management.  

 

1. Introduction  

Renewable energy sources are being highly merged into the power systems. They can be found everywhere in different sizes 

either as a centralized huge power plant or as a distributed generation near the end-users [1]. Moreover, it is possible to apply 

several renewable sources as a hybrid system to meet the load requirements of a region [2]. In this case, combining these 

sources like wind and solar with backup units provides more reliable, environment-friendly and economic load supply in 

comparison with a single source. There are stand-alone renewable sources which can be operated alone without the need of 

global network [3],[4]; however, stand-alone renewable sources are beyond the scope of this literature. The main target of this 

literature is an investigation of different aspects of emerging renewable energy sources in power systems.  

Many kinds of literature have studied the impact of renewable sources penetration on voltage [5], frequency [6,7], power 

quality [8], environment [8], power systems dynamic and stability [8,9] and power losses [10]. Before analyzing renewable 

energy sources in power systems especially weather-dependent sources like wind and solar, their stochastic nature should be 

considered in order to increase the accuracy of the results. The uncertainty of weather-dependent renewable sources has 

studied in some literature by different stochastic methods including possibility and probability approaches. Some literature 

used possibility approach which is divided into two categories including quantitative and qualitative methods [11].  
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The quantitative is used for epistemic uncertainty like fuzzy power flow analysis [12,13], and the latter is for choosing 

the proper type of weather-dependent source for designers in planning stage [14]. In this survey, stochastic analysis of 

renewable energy resources in power systems operation is investigated through probability approach which includes Monte-

Carlo simulation (MCS). Meanwhile, these uncertainties can be managed by some flexibilities like supply-side flexibility, e.g., 

capacity limits, ramping limits, minimum up/ down limits, energy storage availability, and transmission limit enhancement 

[15].  

Moreover, Ref. [15] demonstrates the demand side flexibility for managing the sources uncertainties. In fact, renewable 

sources can be facilitated by demand response (DR) programs. Furthermore, impacts of stochastic nature of renewable energy 

sources on electricity market can be investigated for markets like day-ahead or balancing market because the market 

participants should make a decision in advance [15]. In fact, operators, due to their position, responsibility and duty, have to 

take proper measurements to address negative impacts of renewable sources uncertainties on the operation scheduling like total 

operation cost growth and deviations from scheduling. To this end, they have many options so that one or a combination of 

some of them should be selected based on their requirements and capabilities. In this paper, the most common, useful and 

modern strategies for operators are introduced and investigated through a comprehensive study among relative articles. Some 

literatures like [16] studied uncertainty modelling techniques in power systems and its classification is for general usages in 

power systems. We study stochastic modelling techniques from weather-dependent renewable sources in different kinds of 

literatures which include stochastic dependency and independency, multi-dimensional dependence, forecast, and scenarios. 

Afterwards, demand side management, which is one of the other approaches to deal with these uncertainties, is investigated 

and different demand response programs and some methods to model them are presented. Moreover, different methods of 

stochastic optimization in different market frameworks for dealing with uncertainties raised from stochastic renewable sources 

are discussed through relevant literature. This is a new classification of stochastic analysis of renewable resource among other 

review papers.  

The article is structured in four Sections. In Section 2, methods of dealing with the stochastic behaviour of stochastic 

generators including solar and wind are investigated. Applying demand side flexibility to confront power generation 

uncertainty is described in Section 3. Section 4 expresses the role of the electricity market to mitigate the effect of renewable 

energy sources uncertainty. Finally, in Section 5 conclusion and possible future work are presented. 

 

2. Stochastic Analysis of Renewable Energy Sources 

       For obtaining enough information in terms of renewable sources output, forecasting their output are important especially 

for decision makers and operational problems. According to needs of operators, different methods are applied for tackling the 

renewable uncertainties; therefore, in this article from a deterministic forecast to a scenario-based one are studied.  

In the following, various models for forecast and stochastic modelling in both dependent, independent, and the multi-

dimensional state will be investigated which is demonstrated in Fig. 1. 

 

2.1. Stochastic Independency 

Forecast and scenarios are in fact extrapolation. It means that a model is built and fitted to a set of data. The correlation 

between different stochastic variables may not consider, and the scenario generation or forecast is conducted, independently. 
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2.1.1. Point Forecasts 

In this method, the renewable sources forecasts are generated at time t for time t + m, which is m time after the time t and 

it is a single valued either in the deterministic or stochastic framework. In deterministic one, no uncertainty is realized, and in 

stochastic it is just a forecast in the presence of uncertainty. In other words, since only one value will be generated in the point 

forecast method, the stochastic model would be implemented like a deterministic model with the difference that, in contrary 

with a deterministic model, uncertainty is going to be addressed in the stochastic model. In [17], point forecast of wind and 

solar are considered in both deterministic and stochastic approaches for comparison purposes in microgrid scheduling. In fact, 

the deterministic approach is a special case of stochastic approach with only one scenario. First, a day-ahead simulation is run 

through the forecast point of the wind and solar power output, and then, in real-time, the actual amount is replaced. The point 

forecast error will be compensated by energy storage systems in the microgrid.  

 
2.1.2. Probabilistic Forecast 

In contrast to point forecast, probabilistic one aims to get full information about what is going to occur in the future. It 

can be divided into some subsection. 

2.1.2.1. Quantile Forecast 

This method is based on quantile of the distribution function. It means, at time t a random variable is generated for 

time t + m, and then, a forecast of probability density function (PDF) or related cumulative distribution function (CDF) is 

issued to fit the random variable. The random variables can be generated by different methods such as Markov chain Monte 

Carlo methods, pseudorandom generators, Metropolis-Hastings algorithm and so on. In quantile forecast, random variable in 

time t + m determines a quantile which tells at time t there is a special probability (nominal level) that renewable energy 

generation will be less than its quantile at time t + m [18,19].  

Moreover, it is in the form of threshold level related to probability and can be used for some operational problems. In 

[20], authors analysed forecast error to build a model of quantiles of forecast error in wind farms. Wind power uncertainty was 

modelled in [21] through linear quantile regression by formulation a cubic B-splines for obtaining the quantile with a 

proportion of the forecast error. Authors in [22] applied quantile forecast method for both solar and wind generator forecast 

which is used for deterministic power system unit commitment and comparison with the different probabilistic forecast 

method. 

2.1.2.2. Forecast Interval 

Quantile forecast method does not deliver any information about forecast uncertainty level. To this end, the forecast interval 

is used in [23]. Forecast interval is usually proper for robust optimization. Forecast interval has a nominal coverage rate and 

lower and upper bounds which define, for example, the probability that a wind farm generation is higher than a specific amount. 

Actually, forecast interval can cover point forecasts and quantile forecast through considering different nominal coverage rates. 

Therefore, full forecast distribution of stochastic variable like wind power can be obtained by this method [24].  

2.1.2.3. Density Forecasts 

Density forecast gives the whole information about renewable sources generation for the future. The produced PDF or 

CDF includes a complete description of the stochastic variable.  
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In [25], to tackle wind power generation uncertainty, probability density forecasting provides an expected future values of 

uncertainties. To this end, a new type of forecast called weather ensemble forecasting is applied, which is generated from the 

atmospheric model and include several scenarios for the future value of a weather variable. 

The distribution of these scenarios would be used as density forecast. Moreover, statistical time series techniques like 

daily wind speed or solar irradiance data of generalized autoregressive conditional Heteroskedasticity (GARCH) and long-

memory time series model for a generation of density forecast is used [26,27]. 
2.1.3. Scenario Forecast 

In scenario generation method, some information about characteristics of the stochastic variable like renewable power 

generation is given. In a simple way, each lead time, location and renewable energy type are considered, independently. Since 

each forecast includes some kinds of errors and these errors can be in a relation with time and increase time by time, if the 

forecasts errors are not strongly correlated in time, the temporal dependence structure can be disregarded. 

2.1.3.1. Analytical Methods 

Analytical methods are based on convolution methods like fast Fourier transform method (FFTM), Multi-linear simulation 

method (MLSM) and point estimate method (PEM). In [28], FFTM is used for generation of a PDF for wind speed for some 

investigation about available transfer capability (ATC). MLSM is used in [29] for probabilistic load flow (PLF) of distribution 

system with the wind and photovoltaic (PV).  

PEM is employed in [30], as a deterministic routine to find the statistical moments of output random variables. The article 

implements PEM to model the output power of solar and wind power generators. It is important to put some simplifications in 

their formulation. These simplifications are linearization, independence and normality. In linearization of the system model, the 

problem can be solved much easier because it permits the representation of the system outputs as a linear combination of 

systems inputs [11].  

In independent assumption, system inputs are considered statistically independent. This assumption, in a combination of 

linearization, helps to compute outputs by series of convolution or application of Gram-Charlier expansion method and 

computation of cumulants of system outputs by system inputs based on their invariance to a linear transformation. This method 

is widely used for PLF [31]; however, some articles considered wind generators besides probabilistic load flow.  

For example, in [32], authors used a combination of cumulants and Gram-Charlier expansion to calculate (PLF) containing 

large-scale wind power. In normality assumption, inputs are presumed to be normally distributed. This assumption let to apply 

linear correlation for the dependence structure among random variables [11]. Some literature mention that analytical methods 

 

Fig. 1. Various methods of stochastic analysis of renewable energy sources. 
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need a fewer number of the simulation than Monte-Carlo simulation (MCS) method [33]. 

2.1.3.2. Monte-Carlo Simulation 

MCS methods are the most accurate and straight-forward method; however, it needs remarkable computational efforts [33]. 

For the wind or PV generation, a PDF should be assigned for every time period. In the most articles, Weibull PDF is considered 

as the best function for modelling the stochastic behaviour of wind power generation [34–37]. Beta PDF is generally dedicated 

for the stochastic attitude of solar power generation [38,39].  

With determining the proper PDF, related PDF for every time period is generated through the expected or forecasted value of 

the wind or solar power generation. A large number of scenarios can be generated by fitting random variables to the PDFs with 

equal probability. The procedure is repeated for a number of iterations.  

Some methods like Latin hypercube sampling (LHS) [40], sample-splitting approach (SPA) [41] and fission and 

roulette(F&R) method [42], are used to decrease the computation burden of MCS. Therefore, in each scenario, there are t time 

period (based on the horizon time) random wind or PV generation based on forecasted generation [43].  

 

2.2. Stochastic Dependence 

Some simplifications like independency between random variables and considering all PDF as Normal distribution would 

not get the accurate results and are full of fallacies. Therefore, it is essential to consider stochastic dependence between system 

inputs especially from output aggregation of multiple renewable generation inputs. The difference dependence structures yield 

different distributions around the same central point [11].  

In this sense, it is required to find a way to measure the dependence between random variables. In [11], this correlation 

between two stochastic power generators is considered. The most common method is the product moment correlation (PMC) or 

linear/Pearson correlation which for the dual case is as follows: 
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Some of the results of equations (2), (3), (4) in some particular condition are as follows: 

 If ܺ,ܻ are independent, then: ߩ(ܺ,ܻ) = 0  

 If ܺ,ܻ are linear dependent, i.e., ܺ = ܻܽ + ܾ, then: ߩ(ܺ,ܻ) = 1. 

If the problem is not in the normal domain just in linear condition, it provides completely stochastic dependence; 

however, in non-linear states, it may cause some misleading. In other words, for two wind power generation, it cannot be 
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introduced linearly because the distribution function is Weibull and the distribution is not linear. Therefore, it leads to 

introduce rank correlation [44].  

In rank correlation, instead of measuring the correlation between the real amounts of random variables, the samples are 

ranked from lowest to highest, and then, the product moment correlation for responsive ranks is measured. In other words, the 

value of each sample is replaced by the value of its rank among other samples and product moment correlation is calculated 

using the ranks.  

By using CDF to random variables, marginal distributions are transformed to rank. For example, authors in [45] 

transferred random variables of wind speeds, solar irradiance to a rank domain by using CDF transformation and stochastic 

dependence was examined. Moreover, for considering multivariate stochastic dependence, diagonal band copula, which will 

introduce later in this part, was applied. In fact, through this method, dependence structure from marginal is decoupled, and the 

information of dependency between random variables is maintained in these ranks.  

Moreover, for multivariate distribution function Copulas are a function to couple them to their single dimensional 

margins [46–48]. As can be seen in Fig. 2, it has different types including Sklar's theorem [49],  

Frechet-Hoeffding bounds, Gaussian Copulas, Normal Copula, Elliptical Copulas, Archimedean Copulas and Diagonal band 

Copula [45]. In [50], an integration of PV and wind turbines in a distribution network were studied using Archimedean 

copulas. 

2.3. Multidimensional Dependence 

Multidimensional dependence model has to be modelled based on available information. In this sense, joint normal 

transform (JNT) is suitable for a stochastic system with adequate information [51], which is an extension model of the normal 

copula. According to this model system correlation matrix is build.  

Therefore, in multidimensional dependence method, the matrix should be semi-definite, which without it, it can be a 

problem for this method. To solve this problem, it is required to fill the matrix with positive semi-definiteness amounts and 

convert the matrix into a consistent one. In the case of lack of enough information and increasing the uncertainty or dimension, 

some methods like graphical model trees and vines [46] should be applied based on available information. 

 
Fig. 2. Different types of Copula methods. 

Another way for modelling high-dimensional Gaussian distributions is to simplify the multidimensional dependency 

model by a risk-averse model reduction technique [52–54]. It means that instead of making dependence between all random 

variables, risk-averse model is divided into groups which are called stochastic plants. 
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In Table 1, a summation of different mentioned methods for modelling stochastic nature of weather-dependent renewables in 

different articles are classified based on publication year. As can be seen, due to the accuracy of MCS and also since MCS 

gives more complete information about stochastic behavoir of the variables, the trend of using MCS is being boosted. 

 

 

Table 1. Taxonomy of different methods for modelling renewables uncertainties 

year 
Point 

forecast 

Quantile 

forecast 

Forecast 

interval 

Density 

forecast 

Scenario forecast 

(analytical methods) 

Monte-Carlo 

simulation 

Product 

moment 

correlation 

Rank 

correlation 
Copula 

Multi-

dimensional 

dependency FFTM MLSM PEM wind solar 

2016        [16] [16]    [53] 

2015  [22]   [28]   [37,39] [38,39]   [45] [51] 

2014 [17]     [29]       [52] 

2013   [23]           

2012    [26]   [30]     [49]  

2011  [21]           [54] 

2010   [24]         [50]  

2009    [25,27]    [34]     [46] 

2008  [19]      [35]      

2007          [11]    

2006  [20]         [44]   

 

3. Uncertainty Tackling by Demand Side Flexibility 

      Demand side can participate to system flexibility to confront uncertainties raised from weather-dependent renewable 

sources. To this end, some measurements can be taken like shifting energy from high demand to low demand periods and 

lowering peak demand [15]. Growing of the communication facilities, advanced metering infrastructure (AMI) and internet-of-

things (IoT), the potential of using demand flexibility integrated by renewable energy sources is going to be higher [55,56].  

The advantages of using DR include the ability to balance fluctuations in renewable generation, facilitate higher 

penetration of renewable sources on power systems, an increase in economic efficiency through the implementation of real-

time pricing, and a reduction in generation capacity requirement, which are studied in [57]. However, there are some 

challenges faced DR including lack of experience and consequently need to employ huge assumption for modelling and 

evaluation sources. If a DR program is implemented successfully, an acceptable effect of DR in electricity price reduction can 

be revealed [58]. The existence of renewable energy sources can cause a reduction in electricity prices especially when wind 

production comes as an extra production to the system with zero marginal price and when there is a high CO2 tax for thermal 

generators in the market [59,60]. Therefore, one of the other advantages of DR in these conditions and in pricing area is 

hedging cost reduction. As it will discuss in the next part, DR program has different types of implementation which according 

to the proposed usage can be applied, properly.  

For compensation, the shortage power of weather-dependent renewable sources due to their inaccurate forecast, one of 

the DR programs is applied. One approach is providing direct control of customer; however, it is less acceptable for customers. 

According to [61], one of the best ways to get customers flexible is running a real-time pricing of electricity. It means that 

price-based elastic and load-shifting responses should be made. Moreover, authors have mentioned that using price-based 

elastic during low-wind events, peak demand in the UK may be reduced, significantly. 
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3.1. Various Demand Response Modelling 

In this section, first the regular classification of DR programs is introduced, and then, some assumptions and models 

implemented by the literature in smart grids are discussed. 

 
3.1.1. Demand Response Programs 

There are some different DR programs which regarding the special utilization can be applied. Literature has classified DR 

programs in different ways; however, the most suitable and common ones are described in [56,62–65] where DR programs 

were classified into two categories including dispatchable and non-dispatchable, as can be seen in Fig. 3. 

In dispatchable DR programs, customers participate voluntarily in a special scheme for controlling customers appliances 

by operators [66]. For example, the operator can directly control the appliances like air conditioners during peak periods. Two 

methods in this category, including direct load control (DLC) and interruptible/curtailable service (I/C), are being used since 

long time ago [56]. In these aforementioned methods, operators make an incentive for reducing or curtailing the consumption 

of customer who has either contract (I/C method) or no contract (DLC) [64]. In emergency DR program (EDRP), customers 

need to respond only during the emergency period of time and operator pay customers in those time period. In the capacity 

market program (CMP), some customers offer a specific amount of load reduction in advance when the grid is in needs [65].  

      In demand bidding (DB) method, customers bid amount of load reduction in the wholesale market. In other words, 

customers identify how much load would like to curtail at a posted prices [62]. An ancillary service DR works as a reserve 

source. The customer can bid load curtailment in Independent System Operator (ISO) as an operating reserve, and if accepted, 

ISO pays customers for committing to be standby. In case that costumers capacity is needed, ISO calls them with spot market 

price [62]. Calling demand response even in spot price has economic justification for ISOs. Total operation cost will be 

dropped due to the fact that no forced load curtailment will occur, which is much more costly, and there will be less need to 

occupy generators capacity as reserve. Although ISO will pay for DR with spot market price, it will be convenient for 

customers and increase the network reliability. Moreover, DR implementation will prevent constructing new power plants to 

supply loads   

 
Fig. 3. Demand response programs categories. 
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Non-dispatchable DR programs, which can be called price-based programs, are based on dynamic pricing rates which 

their main intention is shaving demand profile. One of such methods is the critical peak pricing (CPP) which generally is 

implemented in contingencies with real-time prices [67]. Another one is the real time pricing (RTP) where participants are 

informed about prices on day-ahead [68]. In other words, the prices change continuously during the day. In time-of-use (ToU) 

method, two or more daily periods are established to show peak hours and off-peak hours to charge a higher rate during peak 

hours [62].  

Table 2 demonstrates a classification of different DR programs and the literatures that have employed each one along 

with the certain contribution which the literature has been offered for the specific DR program. 

 

Table 2. Taxonomy of Different DR programs 

Reference Demand response programs Contribution DLC I/C EDRP CMP ASDR CPP ToU RTP 

[69] √  √      Distributed DLC for large-scale residential DR by 
two-layer communication-based control 

[70]  √  √     
Modelling by price elasticity of demand and 

customer benefit function with considering penalty 
for consumers 

[71] √     √   A new linear mathematical model for 
implementation an emission-based UC program 

[72]   √      With considering dynamic elasticity factor, price 
responsiveness are realized 

[73]        √ 
Optimizing the negotiation among customers and 
retailers through considering power-purchase of 

customers energy in a RTP DR 

[74]     √    

Competitive transactions among expensive 
spinning reserve of thermal units and demand side 

reserve source for satisfying power balance 
constraints 

[75]       √  
Defining the optimum ToU tariff rates in face of 

high penetration of Renewables to encourage 
customers for participation in ToU program. 

 

3.1.2. Demand Response Conditions  

For the implementation of DR programs, due to lack of enough experience, some assumptions should be considered in 

modelling approaches. Therefore, advantages of DR models highly depend on this assumption and it needs to be evaluated yet. 

Some models and assumption are introduced in the following sub-sections. 

3.1.2.1. Demand Behaviour 

It is expected that demand behaves in a rational way especially economically. To this end, it is common to consider a 

value as an elasticity of demand which is selected at random with a few considerations for the physical features and limitation 

of demands.  

In order to model the load behaviour with more precision, instead of considering the single elasticity value, which can 

only reflect the increase or decrease of consumption, the usage of an elasticity matrix to incorporate both self and cross-

elasticity [76] is desired. Cross-elasticity is for shifting demand to another time because of change in prices at that time.  

For example, the author in [77] considers the wind generation in a period of time less than what was expected, and the 

prices get higher. Therefore, demand responds to the higher prices at that time (self-elasticity) and the shifts to the lower prices 

time period (cross-elasticity). 
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3.1.2.2. Negative Supplier 

Another modelling approach is merging DR into unit-commitment. Individual loads can be aggregated to consider as 

some large units to participate in the market. In this approach, DR is modelled to negative generation with minimum and 

maximum consumption constraints and ramp rate limitations. The load can be reduced or shed according to the uncertainties in 

the network based on unit commitment decision.  

For example in [78], authors showed the DR as a reserve in two-stage stochastic unit commitment in order to confront, 

somehow, the uncertainties in microgrids like wind and solar power generation. In this model, DR bidding is divided into 

several levels and stepwise related price. In [79], DR has been scheduled as ancillary service in a power network by 

considering contingencies in a two-stage stochastic programming. However, the DR bidding curve is like a supplier price 

curve (e.g., Fig. 4) because it is treating as a negative supplier, and when more demand is chosen in this program, more will the 

cost prices. In fact, when demand response is assumed as a supplier commodity, a supply curve for demand response price 

would be required. In other words, the more load quantity is considered for demand response, the higher price should be paid 

by the operator to the customer. For example, in some programs like load curtailment, load shifting as well as ancillary service 

demand response are like Fig. 4. 

 

 
Fig. 4. Demand response bid curve as negative supplier 

3.1.2.3. Demand Bidding 

Load demand can participate in the market, actively through price bidding. In other words, loaders bid their desired prices in 

the market. To this end, some of the loaders are considered as fixed loads which are price-takers and would be settled in 

market-clearing price. Moreover, other loaders are considered as flexible loads which can be dispatched based on the 

responsive load-prices which would decrease with increasing the load quantity (such as Fig. 5). In other words, since in this 

model the customers offer their consumption, a demand curve like in Fig. 5 for price bidding would be required. It means that, 

the more load quantity is demanded for consumption by the customer, the fewer prices will be allocated for that quantity. 

Therefore, after ISO’s decision about customers bidding, some loads are scheduled and others are not, which means a volume 

of loads would not be served as a DR program. This would be called flexibility in demand side, and demand response is a part 

of demand scheduling. These flexible loads are subject to several constraints including, minimum up/down time limits, load 

ramp up/down rate, allowable bound of curtailment, either hourly or daily [80].  
Minimum up-time denotes the successive hours that a load must be supplied while restoring. Minimum down-time 

defines the sequential number of hours that a load would be shed after curtailing process. Load ramp-up represents the load 

ramping capability of restoring and load ramp-down implies the load ramping ability to curtail. In fact, this rate reflects the 

consumption change of flexible loads [81].  
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Allowable bound for load curtailment divides into two parts: minimum hourly curtailment and maximum daily 

curtailment [82]. The minimum hourly load curtailment can be caused by physical load limitation or system operator where the 

lower load cannot participate in the market as a responsive load. Maximum daily curtailment denotes a reasonable restriction 

for total curtail in the time horizon [83].  

3.1.2.4. Demand Response Aggregation 

In order to help customers to qualify their forecasts for DR programs, some entities are introduced as DR aggregator, 

which are independent of the system operator. DR aggregator can be a distribution system operator, a load serving entity or a 

financial entity [84]. In the model of [84], DR aggregators are in contact with system operator and customers to perform a 

better DRP [85]. DR aggregators are responsible for receiving the customers’ bids for DR and sending it to wholesale 

electricity market [86]. To this end, DR aggregators evaluate the customers’ potential to dedicate the special DR quantity and 

price based on physical or operational constraints. Moreover, to decline the number of DR contracts, aggregators gather similar 

customers in terms of DR strategy and prices.  

There are some different physical load reduction strategies including load curtailment (LC), load shifting (LS) and load 

recovery (LRC) which can be performed by DR aggregators [87]. In LC, customers decline their load and do not shift their 

consumption to another period of time, by turning off the television, lights, computers or air conditioners without any 

alternative time for consumption. 

 
Fig. 5. Demand response bid curve for demand bidding. 

In LS, a load reduction and shifting consumption to other time period are performed. In LRC, the process is the same of 

LS, but the exact alternative time for consumption is defined. In LS strategy, the shifted consumption can be whenever is 

required [88].  

3.1.2.5. Demand Response Price Modelling 

In cooperation of demand and retailers, most of the times, retailers present a fixed price to customers to participate in a 

DR program which does not include any incentive for the customer to modify their consumption [84]. In order to provide more 

flexible loads, demands can be controlled through price signals.  

The ToU pricing is an alternative approach to get rid of fixed-price tariffs. This scheme, which has been already applying 

in different countries, not only the electricity prices are higher during peak hours than off-peak hours, but also some incentives 

are made for consumption during night hours rather than day hours by lower prices [15].  

In [89], a ToU approach has been scheduled by particle swarm optimization (PSO) for manufacturing customers in the 

presence of renewables, and the effect of ToU pricing profile is studied.  

Authors of [90], and [62] provided a framework for implementation of ToU according to load elasticity concept. ToU 

program is a static pricing scheme. It means that prices for peak hours, off-peak and valley times are fixed for a long time. 

Hence, it is not able to follow renewable sources fluctuation.  
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Real-time dynamic pricing is used to adapt a rapid variation of renewables, which in higher renewable production hours 

leads to lower market price, and vice versa [91]. These methods need to apply faster and simple response because it should be 

conducted near to real-time frameworks. Therefore, some pre-defined requirement should be addressed including:  

 Bidirectional communication infrastructure to send and receive data like consumption state and price signal; 

 Intelligent appliances to schedule the optimum consumption based on the price signal and sending pre-defined 

consumption to entities for adjusting the price;  

 Simple controlling and optimization solvers to get the results near to real-time.  

In [92], authors has proposed a model to maximize customer utility or minimizing energy cost of a household or a small 

business through their energy management system (EMS). In fact, based on real-time pricing scheme, an optimization model 

has been provided to adjust hourly load level into hourly electricity price.  

Optimal real-time prices have been obtained by a few message exchanges over a communication network in [93]. To this 

end, a two-stage problem has been solved to maximize the quality of consumption and minimize electricity bill from user's 

point-of-view and maximize the profit from retailer's viewpoint.  

Authors in [94] have proposed a control scheme for adjusting set-points of some high consumption appliances in 

households according to real-time electricity retail price and threshold price that customers set to minimize the bill. Real-time 

retailing-prices releases every 15 minutes and the accordingly load can be shifted from peak-hours. 

Moreover, in [95] was presented a locational real-time tariff scheme to cope with time and location variability of 

renewables which cannot be reflected through residential tariff scheme. Real-time pricing for industrial customers, to grow the 

proportion of wind power generation, has been performed in [96]. The real-time pricing tariff for customers includes half-

hourly wholesale market, price and fixed supplier mark-up, which largely consists of system marginal price. 

Likewise, an optimization approach for obtaining real-time prices, on behalf of DR aggregator has been presented by 

[97], where DR aggregator serves deferrable loads by renewables, and in the case of any shortage, it can decide whether to 

curtail the load or procure from the wholesale based on dynamic real-time price scheduling.  

 

4. Electricity market role for mitigation of the stochastic nature of RESs  

        In the electric power industry, there are two methods of trading electricity. On one hand, the first one is long-term trading 

which is a bilateral contract and performs through future markets. On the other hand, the second one is short-term trading 

which is an electricity pool. This market structure is demonstrated in Fig. 6. In bilateral contracts, a buyer and a seller make a 

forward contract that involves the trading of a specified amount of energy. Essentially, bilateral contracts are agreements 

between two parts outside the organized market [98]. Regarding the electricity pool, it can be divided in two trading 

arrangements, day-ahead market, intraday market and balancing market. They are operated in a similar way, as described later; 

however, the difference is in time of which they take place. The day-ahead market takes place one day before the delivery of 

energy, the intraday market is scheduled some hours before energy delivery, and the balancing market takes place a few 

minutes before the energy delivery. So, the electricity pool allows short-term trading and consists of by several buyers and 

sellers which are market participants. The market is cleared by a market operator, generally in an auction. Basically, the 

producers present their offers and consumers submit their consumption bids. Then, the system operator combines these offers 

and bids to construct aggregate curves of supply and demand. The intersection of these curves corresponds to the market 
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clearing price. Therefore, those suppliers who have submitted their offers below market clearing price and the consumers who 

have submitted their consumption bids above market clearing price are scheduled [99]. 

 

 
Fig. 6. Market Structures 

 

The increase of renewable energy sources (RES) in today’s markets has caused some problems that can be solved through 

the markets structures. Due to meteorological origins of stochastic RES, all of those sources are influenced by the weather. The 

wind generation depends largely on wind speed and less on air density; moreover, irradiance and temperature influence on the 

solar production. This meteorological influence on the generation of renewable sources makes this production uncertain and 

hard to predict [99]. In contrast to conventional units, production of RES is characterized by non-dispatchability, and for this 

reason, forecasts are needed in order to schedule the units. In addition, RES has priority over conventional units why its 

marginal cost is low.  

Due to the high penetration of RES allied to deregulation of the electricity industry and for increasing the system 

reliability, a transition from traditional deterministic approaches to stochastic approaches is being widely performed.  

Deterministic problems can only be used when the situation for the next day is definite. Stochastic programming models 

are capable of determining the energy and reserve dispatch for the day-ahead market. These models are capable of handling 

renewable sources, demand variations and the failures of power system components. Thus, stochastic production is normally 

dispatched in a point forecast of its output distribution. These approaches use optimization models, such as Unit Commitment 

(UC) to facilitate the decision-making process of scheduling and dispatching electric power generation resources [100,101].  

To guarantee UC solutions, some requirements such as security, reliability and reverse along with their constraints should 

be taken into account [100]. 

In this context, some of the potential market solutions for RES variation are analysed for the day-ahead market, intraday 

market, balancing market, and demand response exchange market (DRX). The DRX is a relatively new and separate market 

for trading demand response in a deregulated power system which is a powerful mean to cope with problems raised from 

renewables uncertainty.   
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4.1. Day-ahead market 

The day-ahead market takes place one day before the energy delivery, usually close to noon. In this market, one of the 

important commodities which are traded is a reserve that guarantees the balance at any time. System operator needs a reserve 

to cope with uncertainties in power systems. 

Some approaches are presented later to show how RES can be integrated into the market industry [102]: two-stage[103], 

chance-constrained [104], a combination of two-stage and chance constrained [43], multi-stage [105,106] and robust 

programming [101]. 

 
4.1.1. Two-stage  

In a two-stage approach, decisions can be made in two different categories, day-ahead market and real-time decisions. 

According to references like [107], a stochastic security constrained unit commitment (SCUC) model has been presented to 

clear the energy and reserve market considering the uncertainty of renewables and/or loads, contingencies. High penetration of 

wind generators brings new challenges to the system operator and may increase the operational costs. The main objective of 

this approach is to minimize these costs. This approach consists of two parts; the first part is related to the decisions made in 

the day-ahead market, such as the cost of start-up, shut-down, generation, and spinning reserve. The second part represents the 

real-time costs of activating the reserve, wind curtailment and shedding loads. It is also considered the uncertainty of wind 

production through wind scenarios [108]. Reference [103] is an example of a two-stage approach to facilitate wind integration 

through network reconfiguration. In some papers like [103] and [109],  benders decomposition is employed to decompose the 

problem into two parts due to a high number of variables as a consequence of scenarios and line status [110]. Therefore, 

dispatch in real time should be carried out to minimize operational costs. Reference [111] has applied hourly forecast errors of 

wind energy and loads to schedule the optimal reserve. In fact, a stochastic two-stage programming for solving an SCUC and 

getting the scheduling of wind energy along with conventional units with N-1 contingencies. In addition to the method used in 

the previous paper, value at risk has been put in [112] to consider wind power forecasting error. 

 
4.1.2. Chance Constrained 

There is another method to solve stochastic day-ahead scheduling problem in electricity markets is introduced for 

satisfying the stochastic and the reliability criteria in power systems. This approach is based on chance constrained, and it 

considers random outages of system components and the errors originating from renewable sources and load variations. To 

accommodate these errors from renewable sources, enough spinning reserve should be considered in the day-ahead scheduling.  

The proposed model follows some topics: for more accuracy in forecasting, renewable energy would be dispatchable in 

real time markets. In the case of a contingency, the system security would be jeopardized if the system is not able to change 

rapidly to a stationary state. The chance constraints in [104] are the hourly reserve requirements and line constraints. These 

constraints can be converted to deterministic equivalents, and a standard solution technique is applied. The renewable 

generation forecast error is presented as a normal distribution. 

Briefly, the major steps of the method are: 

Step 1: Identification and elimination of inactive line flow constraints for the case base and contingencies. 

Step 2: Solution of master UC problem solved by a mix integer linear programming (MILP) based method. The master 

UC problem is divided in hourly UC and economic dispatch (ED).  
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Step 3: Base case evaluation, where the network security evaluation for the base case is performed by the ED obtained 

from step 2. If some line violation occurs, the network security evaluation is run. The step 2 and 3 are repeated until there is no 

violation in the base case. 

Step 4: Contingency evaluation, it is calculated the hourly maximum flow for each line in each contingency, after 

obtaining the UC in case 3. The steps 2, 3 and 4 are repeated until there is no more violation in base case and contingencies.  

The authors in [43] present another method to deal with wind power forecasting errors for keeping the reliability of the 

system in case of any fluctuations in wind power output. This method is mostly for taking the most advantage of wind power. 

Therefore, they merge two-stage programming with chance-constrained to solve a UC in an uncertainty environment. Chance 

constrained is applied to formulate the problem in order to guarantee that a significant part of wind power will be used in each 

hour. The first stage of the two-stage approach is related to traditional unit commitment problem with transmission constraints, 

and the total amount of wind power should be delivered.  In turn, the second stage represents the penalty cost due to wind 

power. As the wind power usage was guaranteed by the chance constrained, if wind power output is higher than scheduled 

wind power, the excess can be curtailed without penalty. In contrast, if the wind power output is lower than the scheduled one, 

penalization for the shortage of energy will occur.  

Therefore, this model can help to increase the usage of wind power and the chance constrained allows guaranteeing a 

maximum usage of wind power with the lowest possible curtailment. 

 
4.1.3. Robust Programming 

Robust Programming represents another solution to deal with uncertainty, but unlike stochastic approaches, this method 

does not require scenarios. In addition, contrary to stochastic programming where minimizes the total expected cost, in robust 

programming the minimization of the worst-case cost regarding all possible outcomes is expected [100]. Robust approaches 

have been studied considering uncertainties such as wind power [106], wind power with demand response [83] and also wind 

power with pumped storage hydro [113]. 

In [101], a problem to determinate the day-ahead market dispatch in an electricity market is developed with considering 

stochastic generation sources. A robust optimization model is presented to minimize the system cost for the worst case 

realization of the uncertain production. In this case, the uncertainty is represented by sets of polyhedral prevenient from 

historical data.  

The major steps of this approach are briefly presented: 

Step 1: To determinate the day-ahead energy and reserve dispatch a robust optimization is applied. The system operator 

finds the amount of required reserve and the optimal dispatch for the day-ahead market.   

Step 2: It is proposed a reformulation of the inner max-min problem to determine the uncertainty and alternative solutions 

which can adjust polyhedral sets for a precise solution. The max-min determines the worst case realization through 

maximization problem, and the recourses cost is minimized in the minimization problem. 

Step 3: The results from robust approach are compared to deterministic and stochastic programming.  

 
4.1.4. Multi-stage 

Contrary to two-stage approach, multi-stage treats towards uncertainty more than one time. Hence, multi-stage models 

capture the dynamics of unfolding uncertainties over time, and the decisions can be adjusted dynamically [114,115]. In some 

papers such as [100], [116], scenario trees are used to facilitate the formulation of this kind of models. In these approaches, the 
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information can be updated hourly or multi-hourly and facilitate the decisions-maker’s adjustments according to current states 

of the system and future uncertainties. Therefore, the relation between decisions making and the uncertainties becomes closer 

and precise.  

Reference [117] presents a dynamic multi-stage model to operate isolated hybrid wind-diesel power system. A dynamic 

programming has been applied to deal with future uncertainties in the system.  

 

4.2. Intraday market (adjustment market) 

Weather forecast always includes errors and uncertainties. In fact, the closer we are in target hour, the more precise 

weather forecast we have. Through this concept, the intraday market has been introduced between day-ahead and real-time 

[118]. Since it is closer to real-time, revising the operation decisions with updated weather data would be applicable which 

helps to mitigate the uncertainty of the wind and solar power [119,120]. The intraday market is shorter than day-ahead and can 

be divided into several sections i.e. two, three or more for each day. Some literature has investigated the benefits of the 

intraday market to mitigate the weather-dependent renewable sources. Authors in [121] assessed the benefits of the intraday 

market compared with the day-ahead market in a competitive environment based on some criteria such as expected reserve, 

expected load shedding and expected wind power spillage. According to their methodology, at the end of each intraday gate 

closure, the program is cleared and rerun by updated forecast information. Each rerun provides operation schedules and prices 

for remaining hours of horizon time which are binding for the very next intraday market and non-binding for other remaining 

intraday markets. Outputs of this intraday market are energy, reserve and price for the very next intraday market and expected 

energy, expected reserve and expected price for other next intraday markets. In [122], authors believe that intraday market is a 

more expensive method to balance forecast errors than the day-ahead market due to the shorter response time. However 

balancing market is on average more expensive one, so the intraday market is more acceptable. 

 

4.3. Balancing market 

The balancing market corresponds to the last minute energy adjustments. A non-dispatchable producer has to participate 

in this market to cover the deviations from the production pattern settled in the pool. In this market, it is ensured that the 

balance between generation and demand is settled through corrections of energy imbalances. These imbalances can be positive 

or negative. A positive deviation occurs when the production is higher or the consumption is lower than scheduling. A negative 

deviation happens, when the production is lower or consumption is higher than scheduling. Consequently, the producers must 

sell the excess energy or buy deficit energy based on imbalance price. For obtaining prices of selling and buying an auction is 

made.  

In the case of a positive imbalance (excess of energy), producers only repurchase their excess in a price lower than the 

day-ahead clearing price. So, the market participants who sold their energy in balancing market obtain a profit lower than if 

they sold all their production on the day-ahead market. In contrast, if the system imbalance is negative (deficit of generation), 

required energy will be at a price higher than the day-ahead market. Balancing market should be considered as the last 

mechanism to provide energy balance [99]. 

In [103], in order to show the impact of wind uncertainty on real-time scheduling, three different cases were studied. In 

the first case, the real time wind production is equal to the expected value. Therefore, it is not necessary to have a spinning 

reserve or loads shedding; therefore; what is scheduled in the day-ahead market is still the same in real time. In the second 

case, the expected value is higher than the real-time wind generation. Here, to cover the excessive amount of wind generation 
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it is necessary to allocate down-spinning reserve. To decrease the power flow in lines, load shedding and wind curtailment are 

two possible solutions. Since load shedding is the most expensive option, wind curtailment is chosen. The third case is when 

wind generation is lower than the expected value. Consequently, the up-spinning reserve is required and other solutions such as 

load shedding or bringing new units online should be considered. As assumed earlier, load shedding is an expensive solution, 

so the second option is the most economic. In [123], microgrid aggregator concept has been introduced in a balancing market 

bidding to depress the effect of RES uncertainty. All in all, the operation costs are higher in the third case. A summary 

expression of the above three markets is demonstrated in fig. 7 

 
Fig. 7. The framework of short-term electricity market 

 

4.4. Demand response exchange (DRX) market 

In the DRX concept, DR is treated as a market with an exchange among buyers including transmission companies 

(Transcos), distribution companies (Discos) and retailers and sellers including energy service companies (ESCos) [124]. The 

ESCos include load serving entities (LSEs), Distribution system operators (DSOs) and Demand response providers (DRPs). 

The structure of DRX market is demonstrated in Fig. 8. Buyers target for participating in DRX is to provide security and 

reliability for their network. ESCos as Sellers are responsible for registering, aggregating, scheduling, managing and clearing 

the DR. They do not have the capability for controlling and commanding to customers and manipulating retail prices like 

retailers; however, both of them are dealing with customers. Supplying DR is performed by reducing the customer 

consumption. Therefore, in addition to the above key participants in this market, customers are other participants as DR 

producers [125]. DRX includes competition in a way that sellers lose the opportunity when they propose a payment far above 

true cost. Similarly, when buyers want to pay less than true price of DR, they cannot purchase this DR that is better to allocate 

other buyers who want to pay enough for this DR [124,126]. 

There are two models for the DRX including bilateral and pool-based. In the bilateral model, DR exchange is directly 

carried out among sellers and buyers for a specific price and amount of DR. Although a regulatory like DRX operator (DRXO) 

follows the contract whether they obey the market policies. On the other side, in the pool-based model, a central market is 

introduced for settlement and coordination by DRXO. In fact, the DR capacity is collected by DRXO in a framework which all 

sellers and buyers have to access this framework [124,126,127].   
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In [128], authors proposed a pool-based DRX model for managing the renewables variability. In this model, DRX is 

inside the stochastic day-ahead market run by ISO. In this procedure, first, a stochastic day-ahead scheduling is performed with 

considering forecast errors of renewable renewables and other uncertainties like random outages of components. Applying the 

output of day-ahead scheduling which is the expected locational marginal price (LMPs), the DRX is run and cleared 

successively. 

 
Fig. 8. DRX market framework 

 

 

In Table 3 a classification of reviewed literatures related to electricity market is presented. Accordingly, different literatures 

are categorized based on the utilized markets.  

 

Table 3. Taxonomy of different markets and relevant literatures 

Reference 
Day-ahead market Intraday 

market 
Balancing market DRX market 

Two-stage Multistage Robust programming Chance constrained 

[128] √      √ 

[103] √     √  

[123]     √ √  

[121]  √   √ √  

[117]  √      

[101]   √     

[43] √   √    

[108] √     √  
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5. Conclusions 

In this paper, some different approaches to tackling the stochastic nature of renewable energy sources, especially weather-

dependent ones, have been investigated. Mathematical methods for forecasting scenarios in both dependent mode and 

independent mode were studied. Moreover, since another efficient approach to confront renewable sources uncertainty is 

demand side management, different kinds of DR programs and some modelling methods have been studied in this article. In 

addition, by the liberalization of the electricity market, it is possible to cope with the problems raised from the inherent 

stochastic features of the wind and solar generators. The role of various market schemes and optimization approaches to 

optimize reserve for mitigation of these uncertainties has been studied. Accordingly, there are many methods for the operator 

to cope with the uncertainty of weather-dependent renewables. Therefore, the operator can schedule the supplied energy more 

precisely and with less total cost. The outputs of the analytical methods have been employed by the operator either in one of 

the market schemes or in one of the DRPs. A multidimensional dependency model enables the operator to deal with several 

stochastic variables like wind generation and solar generation simultaneously and in a dynamic method, which leads to 

accurate results. Therefore, studying and applying this model more than ever can be used to solve some restrictions related to 

modelling uncertainties in energy scheduling. Since the target of this study is short-term scheduling, the most popular and 

common approach in this term is applying MCS to generate possible scenarios in a day-ahead market by two-stage 

programming. Nevertheless, a multi-segment market, which includes several markets (i.e. day-ahead, intraday, balancing 

market) together, is used to minimize the effect of forecast errors on scheduling. Meanwhile, since the novel DRX market is a 

combination of DR and market, it has a great potential to get developed and extended in an uncertainty environment, especially 

with a mixture of other short-term markets. DRX still faces a lack of enough experience in both practical and theoretical 

viewpoints. Providing proper policies and the definition of its different aspects can be a future research work. Moreover, this 

study can be extended for long-term energy scheduling in a future work. 
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