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Abstract 
The effects of optimal dimensioning and integration of distributed generation (DG) on 
an electricity distribution system (DS) from a probabilistic viewpoint is presented in this 
paper, as a new contribution to earlier studies. The proposed methodology pays special 
attention to preventing reverse power flow at substation as a consequence of excessive 
integration of renewable energy based DG. As the analysis of large amounts of data 
typically measured on an annual basis could be exhausting from a computational 
perspective, a methodology based on estimating the potential of wind and solar 
resources is applied; from this procedure, those months of highest renewable potential 
are selected so that indirectly those situations with probability of reverse power flow at 
substation are considered. After this, time series of load demand per node and phase are 
generated using typical profiles and the corresponding peak-load expected. Finally, all 
this information is introduced on an optimization algorithm based on a genetic 
algorithm in order to minimize the net present cost over the project lifetime, obtaining 
the type and number of photovoltaic (PV) panels and wind turbines (WTs) to be 
installed. This approach allows integrating detailed mathematical models of DG related 
to PV and wind generation, including specific factors frequently reported by the 
manufacturers such as temperature coefficients, nominal operating cell temperature, 
particular WT power curves, and variable efficiency of power converter, among other 
characteristics. The proposed method is illustrated by studying a DS supposed to be 
located in Zaragoza, Spain, with 35 nodes under unbalanced conditions, with residential 
as well as small, medium, and large commercial electricity demands. Focusing our 
attention on the month of February, due to its high renewable potential, the proposed 
technique was applied resulting in a system mainly based on wind energy of at least 
40% of the substation capacity. This model could be used to perform the renewable 
energy integration analysis on DS, starting from typical load profiles, hourly estimations 
of solar and wind resources, and data frequently provided by PV panels and WT 
manufacturers. 
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List of symbols 
 

݊ Index for each node of DS (݊=1,…,ܰ). 
 .(ܶ,…,1=ݐ) Index for each hour of the month ݐ
ℎ Index for each hour of the day (ℎ=1,…,ܪ = 24). 
݉ Index for each branch of DS (݉=1,…,ܯ). 
݅ Index for each WT of the dataset (݅=1,…,ܫ). 
݆ Index for each PV panel of the dataset (݆=1,…,ܬ). 
ܳ,…,1=ݍ) Index for month of the year ݍ = 12). 
 .(ܹ,…,1=ݓ) Index for GA individual ݓ
 .ݐ ௧ Value of the white noise at timeߛ
ܽ௧, Correlated random variable at time ݐ and node ݊. 

ܾ௧, Correlated random variable with the effect of daily profile at time ݐ 
and node ݊. 

ܿ௧, Transformed and correlated variable with the effect of daily profile 
at time ݐ and node ݊. 

݀௧,
 , ݀௧,

 , ݀௧,
  Normalized load of phases ܽ, ܾ, and ܿ at time ݐ and node ݊, 

respectively. 

݀ெ,
 , ݀ெ,

 , ݀ெ,
  Maximum load of phases ܽ, ܾ, and ܿ at node ݊, respectively 

(kVA). 
 .ு, Average normalized hourly demand at time ℎߤ
 .ு, Standard deviation of normalized hourly demand at time ℎߪ
ߤ  Average normalized daily demand. 
 . Standard deviation of normalized daily demandߪ

 . Parameters of beta distributionߚ ,ߙ
ுߩ , Autocorrelation of load demand time series at node ݊. 
 .ு Cumulative distribution of hourly load demandܨ
 .ିଵ Cumulative distribution of beta distributionܨ
߮ Power factor of the load connected to node ݊. 

ுܲ,௧,
 , ுܲ,௧,

 , ுܲ,௧,
  Active power at time ݐ, node ݊, and phases ܽ, ܾ, and ܿ (kW). 

ܳு,௧,
 , ܳு,௧,

 , ܳு,௧,
  Reactive power at time ݐ, node ݊, and phases ܽ, ܾ, and ܿ (kW). 

ܼା , ܼି , ܼ  Positive, negative, and zero sequence impedance (Ω/1000ft). 
ܼ Impedance matrix of branch ݉ (Ω/1000ft). 
ܴ Resistance of the phase conductor (Ω/1000ft). 
݇ Parameter of branch ݉. 

 .݉  Geometric mean distance of phase conductor of branchܦܯܩ
 .݉  Geometric mean radius of phase conductor of branchܴܯܩ
ܼௌி  Self-impedance of phase conductor at branch ݉ (Ω/1000ft). 
ܼே,
ௌி  Self-impedance of neutral conductor at branch ݉ (Ω/1000ft). 

ܼெ் Mutual impedance between phase conductors of branch ݉ 
(Ω/1000ft). 

ܼே,
ெ்  Mutual impedance between phase conductors and the neutral 

(Ω/1000ft). 
݂ௌ Frequency of the system (Hz). 
 .ௌ Earth resistivity (Ωm)ߩ
ܴ Resistance of earth return path (Ω/1000ft). 
 . Equivalent depth of earth (ft)ܦ

ௌܲ,௧
 , ௌܲ ,௧

 , ௌܲ,௧
  Active power of substation at time ݐ, and phases ܽ, ܾ, and ܿ (kW). 
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ܷௐ் ,
ூே , ܷௐ் ,

ேைெ , ܷௐ் ,
ை்  Cut-in, rated, and cut-out speed of wind turbine ݅ (m/s). 

ௐ்ߙ ,, ߚௐ் ,, ߠௐ் , Parameters of WT power curve ݅. 
ܲௐ் ,௧, Power production of a single WT at time ݐ and node ݊ (kW). 

ܲௐி,௧,
 , ܲௐி,௧,

 , ܲௐி,௧,
  Active power of WF at time ݐ, node ݊, and phases ܽ, ܾ, and ܿ 

(kW). 

ܳௐி,௧,
 , ܳௐி,௧,

 , ܳௐி ,௧,
  Reactive power of WF at time ݐ, node ݊, and phases ܽ, ܾ, and ܿ 

(kVAr). 
ܰௐ் Number of WTs in the farm. 
 .(W/m2) ݐ ௧ Solar radiation at timeܩ
ܶெ,௧ Ambient temperature at time ݐ (ᵒC). 
ܶ,௧ PV cell temperature at time ݐ (ᵒC). 

ܥܱܰ ܶ Nominal operating cell temperature of panel ݆ (ᵒC). 
 .݆ , Efficiency of PV panelߟ
 ., Temperature coefficient of PV panel j (%/ᵒC)ߙ
݇, Parameter PV cell model of type ݆. 
ܸ,௧
  Thermal voltage (V). 
݉ PV cell ideality factor. 
݇ Boltzmann constant (J/K). 
݁ Electron charge (C). 
ܸ  Direct current voltage of PV generator (V). 

ܸ ,௧, ܫ,௧, ܲ,௧  PV cell voltage (V), current (A), and power (W) at time ݐ. 
ܸ ,
ெ ,ܫ ,

ெ Voltage and current at maximum power production (V). 
ܸ,௧
ை  PV cell open circuit voltage at time ݐ (V). 

ܸ ,ௌ்,
ை  PV cell open circuit voltage under STC for panel ݆ (V). 
,௧ݒ
ை  Relative PV cell open circuit voltage at time ݐ. 
ܰ,
ௌ  Number of cells connected in serial for panel ݆. 
ܰ,
  Number of cells connected in parallel for panel ݆. 

,௧ܨܨ
  Maximum fill factor at time ݐ. 

 .݆ , Fill factor of PV panelܨܨ
,௧ܫ
ௌ  Short-circuit current at time ݐ (A). 

,ௌ்,ܫ
ௌ  Short-circuit current under STC at time ݐ (A). 
ܴ,௧
ௌ  PV cell resistance at time ݐ (Ω). 

ܲி,௧,
 , ܲி,௧,

 , 
ܲி,௧,
  

Active power of PVF at time ݐ, node ݊, and phases ܽ, ܾ, and ܿ 
(kW). 

ܳி,௧,
 , ܳி,௧,

 , 
ܳி,௧,
  

Reactive power of PVF at time ݐ, node ݊, and phases ܽ, ܾ, and ܿ 
(kVAr). 

ூܲே,, Rated power of converter connected to PVF ݆ and node ݊ (kW). 
ூே ,௧ Power flowing through the inverter at time ݐ (kW). 

ூேߙ ,, ߚூே ,, ߠூே , Parameters of inverter efficiency model. 
ூேߟ ,௧ Inverter efficiency at time ݐ. 
்ܲுெ  Maximum total hourly load (kW). 
்ܲு,௧ Total hourly load at time ݐ (kW). 
ௌீெܧ  Maximum electricity price (€/kWh). 
 .(kWh/€) ݐ ௌீ,௧ Electricity price at timeܧ
ߩ  Density of the air (kg/m3). 
ܶ Number of hours of the month ݍ (h). 
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ௌܶு, Number of sunshine hours of the month ݍ (h). 
 .(W/m2) ݍ  Wind power potential for monthݓ
 .(W/m2) ݍ  Solar power potential for monthݒ
 .GA population ܲܩ
௪ሬሬሬሬሬሬሬሬ⃗݃  Individual ݓ. 

 .ݓ ସ௪ Elements of the individual݃ ,ଷ௪݃ ,ଶ௪݃ ,ଵ௪݃
 .(€) Net present cost ܥܲܰ

 .(€) Annualized capital, replacement, and maintenance costs ܥܯܣ ,ܥܴܣ ,ܥܥܣ
 .Capital recovery factor ܨܴܥ
௪݂  Fitness of the individual ݓ. 
ܲ{·} Calculation of the probability. 

 .Calculation of integer value (·)ܶܰܫ
 
1. Introduction 
 
Renewable energies are a critical piece in the infrastructure required to build a 

sustainable society, but human activities related to technological innovation and 

economic growth have impacted the ecosystem in a negative manner. Thus, new 

industrial methods of production and an environmentally friendly lifestyle have to be 

defined in order to guarantee the existence of animal diversity, ecosystem equilibrium, 

and our own survival [1]. 

The integration of solar photovoltaic (PV) generation in the urban environment has been 

highly promoted; however, important barriers have limited its widespread adoption. 

Some operational problems are the apparition of reverse power flows, deficit of reactive 

power and consequently the depression of voltage profile, the unexpected operation of 

protecting devices, and the reduction of power quality. These problems could be 

prevented by carrying out a detailed planning study taking into account the effects of 

distributed generation (DG) in terms of active and reactive power, settings of protection 

devices, short-circuit currents, and power quality indicators. Implementation of optimal 

power flow (OPF) considering several objectives such as power losses or operating 

costs has been traditionally suggested. Similarly, incorporation of heuristics 

optimization approaches and artificial intelligence techniques (and their combination) 

also have been widely analyzed [2]. In this regard, Lin et al. [3] developed a control 

method specifically designed to prevent the distortion of voltage profile by curtailing 

the excess of power generation from PV farms (PVFs) during hours of high solar 

irradiation. Agalgaonkar et al. [4] have paid special attention to the effects of 

forecasting error of PV generation on system performance, specifically in the operation 

of tap changers and voltage regulators. Peng et al. [5] implemented crisscross algorithm 
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to determine the optimal placement of DG, whereas the uncertainty introduced by 

renewable generation and its impact on a distribution system (DS) was incorporated by 

using the Monte Carlo simulation (MCS) approach embedded in a probabilistic power 

flow. El Batawy and Morsi [6] proposed an optimization model for designing secondary 

DSs provided with PV generation. The methodology aims to determine the amount of 

customers who should be connected to a determined distribution transformer, taking 

into account the PV penetration level in order to minimize the total cost on an annual 

basis. Similarly, Pillai et al. [7] designed a methodology to analyse the influence of DS 

on power production of PVFs installed at the residential level. The methodology was 

developed to estimate the PV integration level at which renewable power has to be 

curtailed as well as the economic performance of PVFs and their dependence on the 

connection points and generation profiles. Ahmadigorji et al. [8] proposed a procedure 

based on a two-stage evolutionary optimization able to incorporate DG behaviour into 

the planning of DS. 

Most of these initiatives and ideas have been adopted to create computational tools 

specifically designed to support technicians in the process of integrating DG under 

determined environmental and operational conditions. From these efforts, several 

programs such as OpenDSS [9] and GridLAB-D [10] have been created, as a result of 

the collaboration established between industry and academia. OpenDSS has a wide list 

of capabilities. It is able to model components related to power delivery, as well as 

control and protection devices, among other elements. This software performs temporal 

simulations in sequential manner, so that DS can be analysed on daily and yearly bases, 

during a determined peak day or under a specific duty cycle, which provides results that 

are very useful for analysing the behaviour of DS under the influence of DG. In a 

similar manner, GridLAB-D considers a wide variety of DS elements such as 

transformers, voltage regulators, capacitor banks, energy storage systems, underground 

and overhead distribution lines, and DG, among other elements. It is capable of 

performing time series simulations including environmental information useful to 

carrying out studies related to DG integration through load flow calculation as well as 

load control and peak demand management [11]. Using these tools as a starting point, 

several authors have extended and enhanced their capabilities. Martinez-Velasco and 

Guerra [12] developed a computational model based on MCS approach, which was 

implemented by combining MATLAB and OpenDSS. Li et al. [13] proposed an 

optimization model for optimal sizing and placing of DG based on solar PV generation. 
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Optimal sizing is carried out by using OpenDSS; then, taking advantage of the radial 

structure of DS, second order cone programming is applied in order to estimate a 

suitable installation place for DG along a distribution feeder. Hariri and Faruque [14] 

combined an electromagnetic transient simulation tool with OpenDSS. 

In this paper, a probabilistic perspective of the analysis of DSs provided with DG is 

given, as a new contribution to earlier studies. On the one hand, the analysis of energy 

systems on an annual basis could be overwhelming due to the amount of data to be 

studied. On the other hand, estimation errors could be significant if too short time-

periods are considered due to the seasonal characteristics of wind and solar resources. 

To deal with this dilemma, a procedure to choose the proper month of the year to 

perform a long-term analysis has been used; this procedure is based on estimating the 

potential of wind and solar resources on a monthly basis, so that those months with 

highest renewable resources are identified. In this way, those events with high 

probability of resulting in reverse power flow at substation are indirectly considered. 

Once data of interest related to the renewable resources have been identified, load 

demand time series based on typical profiles and expected peak-load values are 

synthetically generated using probability theory. Finally, the optimization problem is 

formulated to minimize net present cost (NPC) over the project lifetime, maintaining the 

probability of observing reverse power flow at substation under a determined 

significance level; this problem is efficiently solved by means of an integer-coded GA 

able to consider the type and number of PV panels and wind turbines (WTs) to be 

installed. The probability of observing reverse power flow at substation is estimated 

from the results obtained from a stochastic analysis based on power flow. 

The paper is organized as follows: Section 2 describes the mathematical model of the 

energy system including natural resources, DS, DG, and load demand. Section 3 

carefully describes the proposed approach including the long-term simulation and 

optimization processes. Proposed methodology in this paper is illustrated in section 4 by 

analysing a hypothetical case study of a system to be installed in Zaragoza, Spain. 

Finally, conclusions are presented in section 5. 

 

2. Energy system modelling 
 
The concept of a smart grid results from the necessity of improving the actual energy 

system to face the problems related to environmental pollution, energy efficiency, 



7 
 

integration of DG, and improving economic performance of electricity markets [15]. 

Allowing the interaction between the utilities and consumers through an advanced 

metering infrastructure (AMI), management strategies such as load-side control and 

peak-shaving enhance the accommodation and consumption of energy obtained from 

renewable sources [16]. In addition, this idea can be modified to incorporate thermal 

and gas systems, extending the dimension at which energy resources can be optimally 

used in urban environments [17]. In this section, important parts of our probabilistic 

model for urban and rural energy systems are deeply described, including the renewable 

resources, ambient temperature, DS, and DG based on wind and solar energy. 

 
2.1 Natural resources and energy consumption models 
 
Describing the behaviour of renewable energy sources such as wind speed, solar 

radiation, and ambient temperature requires the installation of measurement equipment 

in the place of interest [18], in order to guaranty a reliable estimation of power 

generation from DG. However, in many cases this is a procedure difficult to carry out 

because the magnitude of the dataset to be measured becomes too large, so that 

information from wind and solar atlases is frequently used to estimate the typical 

meteorological year (TMY). In the case of wind energy, this is frequently represented 

by a time series following a Weibull distribution [19] with some degree of correlation, 

with a specific dynamic diurnal profile; these characteristics can be simulated by using 

first or second order Markov processes, autoregressive moving average (ARMA) 

models, and evolutionary algorithms, among other techniques [20]. Other factors 

regarding the specific conditions of a wind farm (WF) such as the installation height 

and roughness length are commonly considered in the calculation of the energy 

production. Regarding solar energy, it is frequently represented by a time series built 

from information typically presented in solar atlases in terms of the global horizontal 

insolation or by means of diffuse solar radiation models [21,22]. Additional parameters 

related to the installation of a PVF such as tilt angle and azimuth are included in 

procedures carried out to estimate energy production. Ambient temperature is a relevant 

parameter that impacts the performance of renewable DG and DS parameters. TMY of 

ambient temperature could be estimated by using monthly averages or by means of 

artificial neural networks [23]. 

In this work, TMY of wind speed, solar radiation, and ambient temperature are assumed 

to be previously known on an hourly basis; nevertheless, these variables can be 
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modelled from the references aforementioned or by applying classical approaches used 

by Poggi et al. [24] for wind speed simulation, by Graham and Hollands [25] for the 

simulation of solar radiation, and by Erbs et al. [26] for the simulation of ambient 

temperature. The corresponding input data for each of these models can be found in the 

weather database of National Aeronautics and Space Administration (NASA) [27]. 

Regarding the electricity consumption, this is a specific variable that strongly depends 

on the system and conditions under analysis, so a comprehensive method to represent it 

is described in this paper. As a starting point, the type of load and its variation, as well 

as its maximum value, autocorrelation and power factor, estimated from field 

measurements through AMI or by using technical-personnel experience, are supposed to 

be known for each node and phase of DS. Then, according to the type of load 

(residential, small commercial, medium commercial, and large commercial), diurnal 

load profile (ߤு, ∀ ℎ = 1, …  is assumed following the curves shown in Fig. 1 (ܪ,

[28], whereas the hourly variation (ߪு, ∀ ℎ = 1, …  is expressed as a percentage of (ܪ,

the hourly mean (ߤு,௧). This variation (ߪு,) could be set by a user according to his or 

her experience and knowledge. 

 

 
Fig. 1: Typical daily load profiles. 

 
To generate a time series with ܶ elements representing the load connected to the node ݊ 

of DS, it is necessary to create a random vector (ܽ௧, ∀ ݐ = 1, … ,ܶ) with a determined 

autocorrelation coefficient (ߩு,). This is carried out by following (1), where the 
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random variable (ߛ௧ ݐ ∀  = 1, … ,ܶ) has a Gaussian distribution with mean zero and 

standard deviation equal to ඥ1 − ு,ߩ
ଶ. 

 
ܽ௧, = ܽ௧ିଵ, + ௧ߛ ݐ ∀  = 1, … ,ܶ.                                      (1) 

 
Then, the mean (ߤு,) and standard deviation (ߪு,) of hourly values are introduced 

in the simulation process by following (2), 

 
ܾ௧, = ுߤ , + ܽ௧,ߪு, ∀ ݐ = 1, … ,ܶ.                                 (2) 

 
In the next step, the mean (ߤ) and standard deviation (ߪ) of the daily load profile 

(Fig. 1) are calculated using (3) and (4); note that these values (ߤ  and ߪ) are the 

mean and standard deviation of the 24 values of the daily profile, whereas the variables 

ு,ߤ)  and ߪு, ∀ ℎ = 1, … ܪ, = 24) represent the mean and standard deviation of the 

load profile at the corresponding time ℎ. On the one hand, the series (ߤு,  and ߪு,) 

are periodical functions; it means ߤு,௧ୀଶହ = ு,௧ୀଶହߪ ு,ୀଵ andߤ =  ;ு,ୀଵߪ

ு,௧ୀଶߤ = ு,௧ୀଶߪ ு,ୀଶ andߤ = ு,௧ୀ்ߤ ;…;ு,ୀଶߪ = ு,௧ୀ்ߪ ு,ୀு andߤ =

 ு,ୀு. On the other hand, as the number of hours of a corresponding month underߪ

analysis (ܶ) is proportional to the number of hours of the day (24=ܪh), equation (2) can 

be successfully evaluated. 

ߤ =
1

24ߤு,

ଶସ

ୀଵ

;                                                 (3) 

 

ߪ = ඩ
1

23
หߤு, − หߤ

ଶ
ଶସ

ୀଵ

.                                         (4) 

 
At this stage of the simulation process, a probability transformation [29] is introduced to 

convert the probability distribution of the time series (ܾ௧,) to a Beta distribution, which 

is a flexible function reasonably able to represent many conditions. Equations (5) and 

(6) establish the relationship between Gaussian and Beta distributions [30]. 

 

ߙ =
(1 − ଶߤ(ߤ

ଶߪ
− ߤ ;                                         (5) 

 

ߚ = 
1 − ߤ
ߤ

൨ ߙ .                                                (6) 
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The aforementioned probability transformation consists of evaluating the series (ܾ௧,) in 

terms of its own cumulative distribution (ܨு) and then in terms of the inverse 

cumulative distribution of the Beta distribution (ܨିଵ) with parameters (ߙ) and (ߚ); 

this process is presented in (7), 

 
ܿ௧, = ିଵܨ ቀܨு൫ܾ௧,൯ቁ ݐ∀ = 1, … ,ܶ.                                   (7) 

 
The time series obtained in (7) is limited to the interval [0,1] following the daily profiles 

described in Fig. 1 with some degree of correlation. Now, this series is scaled according 

to the maximum demand to be observed per node and phase (݀ெ,
 ; ݀ெ,

 ; and 

݀ெ,
 ). Results are computationally stored in different matrices (݀௧,

 ; ݀௧,
 ; and ݀௧,

 ) 

with ܶ rows and ܰ columns, as shown in (8-10). 

 
݀௧,
 = ܿ௧,൫݀ெ,

 ൯∀ݐ = 1, … ,ܶ;                                     (8) 
 

݀௧,
 = ܿ௧,൫݀ெ,

 ൯∀ݐ = 1, … ,ܶ;                                     (9) 
 

݀௧,
 = ܿ௧,൫݀ெ,

 ൯∀ݐ = 1, … ,ܶ.                                  (10) 
 
Active and reactive power is calculated per phase and node using (11)-(16), according 

to a pre-defined power factor (߮). 

 
ுܲ,௧,
 = ݀௧,

 (߮) ∀ ݐ = 1, … ,ܶ;                                       (11) 
 

ுܲ,௧,
 = ݀௧,

 (߮) ∀ ݐ = 1, … ,ܶ;                                       (12) 
 

ுܲ,௧,
 = ݀௧,

 (߮) ∀ ݐ = 1, … ,ܶ;                                       (13) 
 

ܳு,௧,
 = ൫݀௧,

 ൯݊݅ݏ൫ܿିݏଵ(߮)൯ ∀ ݐ = 1, … ,ܶ;                           (14) 
 

ܳு,௧,
 = ൫݀௧,

 ൯݊݅ݏ൫ܿିݏଵ(߮)൯ ∀ ݐ = 1, … ,ܶ;                           (15) 
 

ܳு,௧,
 = ൫݀௧,

 ൯݊݅ݏ൫ܿିݏଵ(߮)൯ ∀ ݐ = 1, … ,ܶ.                          (16) 
 
Once the renewable resources and load demand have been represented, a mathematical 

model of DS and renewable DG will be carefully described in the next subsections. 

 
2.2 Distribution system modelling 
 
A general-purposes DS model [28] has been used in this paper to illustrate the 

capabilities of the methodology developed for the integration of DG. Based on the 
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sequence analysis of DS, general expressions for self and mutual impedances can be 

derived and used to build and approximate the impedance matrix for each branch of DS. 

This reasoning allows us to describe typical systems with three or four wires, both 

unigrounded and multigrounded, using the mathematical model briefly presented in (17-

24). In (17), positive impedance is presented, and the influence of earth resistivity and 

system frequency is shown in (18). Depending on the type of system (a three-wire, four-

wire multigrounded, or four-wire unigrounded system), zero-sequence impedance 

undergoes some changes: equation (19) presents zero-sequence impedance for a three-

wire system, equation (20) shows zero-sequence impedance for a four-wire 

multigrounded system, and equation (21) describes zero-sequence impedance for a four-

wire unigrounded system. Finally, the relationship between self and mutual impedances 

with the impedance matrix is shown in (22)-(24). 

 

ܼା = ܼି = ܴ + ൫√−1൯(݇)݈ ଵ݃ ൬
ܦܯܩ
ܴܯܩ

൰ ;                         (17) 

 

ܦ = 2160ඨ
ௌߩ
݂ௌ

;                                                         (18) 

 

ܼ = ܴ + 3ܴ + ൫√−1൯(݇)݈ ଵ݃ ቆ
ܦ

ඥܴܯܩ(ܦܯܩ)ଶయ ቇ ;                    (19) 

 

ܼ = ܴ + 3ܴ + ൫√−1൯3(݇)݈݃ଵ ቆ
ܦ

ඥܴܯܩ(ܦܯܩ)ଶయ ቇ − 3൭
ܼே,
ௌி ଶ

ܼே,
ெ் ൱ ;    (20) 

 
ܼ = ܴ + 3ܴே, + 

൫√−1൯ ൝ܴே, + 3(݇)݈݃ଵ ቆ
ே,ܦܯܩ

ଶ

ଶయ(ܦܯܩ)ܴܯܩே,ඥܴܯܩ ቇൡ ;               (21) 

 

ܼௌி =
ܼ + 2ܼା

3 ;                                                         (22) 
 

ܼெ் =
ܼ + 2ܼା

3 ;                                                         (23) 
 

ܼ = 
ܼௌி ܼெ் ܼெ்

ܼெ் ܼௌி ܼெ்

ܼெ் ܼெ் ܼௌி
 .                                                 (24) 
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2.3 Distributed generation modelling 
 
The structure of DG analysed in this paper is based on renewable energies; Fig. 2 

briefly shows some of the components taken into account in our study. WF has been 

represented by a single WT, the power production of which has been scaled according 

to the number of turbines; however, models of higher complexity could also be 

integrated by considering the power curve of a determined manufacturer and the 

specific geographical conditions and topography. Regarding the PV generator, a 

detailed model of the PV panel was scaled according to the number of panels in the 

farm, the effects of maximum power point tracking (MPPT) algorithm on power 

production, and the variable efficiency of the power converter has been incorporated. 

The influence of the interconnection transformer on DG performance has not been 

included, as the efficiency of such transformers can be considered as close to unity. 

 

 
Fig. 2: Scheme of a DG based on wind and solar energies. 

 
The model of this conversion system is carefully described in the following subsections. 

 
2.3.1 Wind farm power generation 
 
Currently, WT generation is estimated using its power curve, which expresses the 

power production (ܲௐ்,௧,) as a function of the wind speed (ݑ௧). This expression can be 

found easily in the WT datasheets offered by manufacturers. Based on these datasheets, 

analytical models have been developed to support researchers and technicians. In (25)-

(28) [31] the model used in this paper is presented, in which only the cut-in, rated, and 

cut-out speed, and the rated power of WT, are required. 
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ܲௐ்,௧, = ൞
0; 0 ≤ ௧ݑ < ܷௐ்,

ூே ௧ݑ, > ܷௐ்,
ை்  

൫ߙௐ்,൯+ ൫ߚௐ்,൯(ݑ௧) + ൫ߠௐ்,൯(ݑ௧)ଶ; ܷௐ்,
ூே ≤ ௧ݑ ≤ ܷௐ்,

ேைெ

ܲௐ்,
ேைெ;  ܷௐ்,

ேைெ ≤ ௧ݑ ≤ ܷௐ்,
ை்

;                   (25) 

 

ௐ்,ߙ =
1

൫ܷௐ்,
ூே − ܷௐ்,

ேைெ൯
ଶ  ܷ

ூே൫ܷௐ்,
ூே + ܷௐ்,

ேைெ൯ − 4ܷௐ்,
ூே ܷௐ்,

ேைெ ቆ
ܷௐ்,
ூே + ܷௐ்,

ேைெ

2ܷௐ்,
ேைெ ቇ

ଷ

൩ ;    (26) 

 

ௐ்,ߚ =
1

൫ܷௐ்,
ூே − ܷௐ்,

ேைெ൯
ଶ 4൫ܷௐ்,

ூே + ܷௐ்,
ேைெ൯ ቆ

ܷௐ்,
ூே + ܷௐ்,

ேைெ

2ܷௐ்,
ேைெ ቇ

ଷ

− ൫3ܷௐ்,
ூே + ܷௐ்,

ேைெ൯൩ ;   (27) 

 

ௐ்ߠ , =
1

൫ܷௐ் ,
ூே −ܷௐ் ,

ேைெ൯ଶ
2 − 4ቆ

ܷௐ்,
ூே + ܷௐ் ,

ேைெ

2ܷௐ் ,
ேைெ ቇ

ଷ

൩ .                          (28) 

 
The active power to be injected into the DS is modelled by scaling the power production 

of a single WT according to the number of turbines on the farm (ܰௐ்). This idea is 

shown in (29).  

 
ܲௐி,௧,
 = ܲௐி,௧,

 = ܲௐி,௧,
 = −൫ܲௐ்,௧,൯ܰௐ் .                           (29) 

 
On the other hand, it is assumed that WF works at a power factor close to unity, which 

means that no reactive power is injected into DS. This assumption is presented in (30). 

 
ܳௐி,௧,
 = ܳௐி,௧,

 = ܳௐி ,௧,
 = 0.                                        (30) 

 
2.3.2 Photovoltaic farm power generation 
 
The building mathematical model of PVF starts with the description of a typical solar 

cell.  

 
Considering the manufacturer ݆ during time instant ݐ, ambient temperature ( ܶெ,௧) is 

combined with the solar radiation (ܩ௧), nominal operating cell temperature (NOCT), 

cell efficiency (ߟ,), and temperature coefficient (ߙ,) to estimate the PV cell 

temperature according to (31) [32]. 

 

ܶ,௧ =
ܶெ,௧ + ௧ܩ ൬

ܥܱܰ ܶ − 20 ᵒܥ
800 ܹ/݉ଶ ൰ ቈ1 −

,൫1ߟ − ൯ܥ,25 ᵒߙ
݇



1 + ൫ܱܰܥ ܶ − 20 ᵒܥ൯ ൬ ௧ܩ
800 ܹ/݉ଶ൰ ൬

,ߟ,ߙ
݇,

൰
.           (31) 
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The parameter ݇,  is related to the solar transmittance and absorptance, and it trends 

to 0.9 (݇,→0.9) [32]. Using information reported by the manufacturers measured 

under the standard test condition (STC), such as open-circuit voltage and short-circuit 

current, equations (32)-(40) [33] can be used to approximate cell voltage, current, and 

power, following specific meteorological conditions. 

 

ܸ,௧
 =

݉݇ ܶ,௧

݁
;                                                             (32) 

 

ܸ ,௧
ை = ܸ,ௌ்,

ை

ܰ,
ௌ + ,൫ߙ ܶ,௧ − 25 ᵒܥ൯ + ܸ,௧

 ݈݃ ൬
௧ܩ

1000 ܹ/݉ଶ൰ ;                   (33) 

 

,௧ݒ
ை = ܸ,௧

ை

ܸ,௧
 ;                                                                     (34) 

 

,௧ܨܨ
 =

,௧ݒ
ை − ,௧ݒ൫݈݃

ை + 0.72൯
,௧ݒ
ை + 1

;                                               (35) 

 

,௧ܫ
ௌ =

,ௌ்,ܫ
ௌ

ܰ,
 ൬

௧ܩ
1000 ܹ/݉ଶ൰ ;                                                   (36) 

 

,ܨܨ = ܸ ,
ெܫ,

ெ

ܸ ,ௌ்,
ை ܫ ,ௌ்,

ௌ ;                                                        (37) 

 

ܴ,௧
ௌ = ቆ1−

,ܨܨ

,௧ܨܨ
 ቇቆ ܸ ,௧

ை

ܫ ,௧
ௌ ቇ ;                                                   (38) 

 

,௧ܫ = ,௧ܫ
ௌ ቈ1 − ቆݔ݁ ܸ,௧ − ܸ,௧

ை + ,௧ܴ,௧ܫ
ௌ

ܸ ,௧
 ቇ ;                             (39) 

 

ܲ,௧ = ,௧ܫ ቈ ܸ,௧
ை − ,௧ܴ,௧ܫ

ௌ + ܸ ,௧
 ݈݃ ቆ1 −

,௧ܫ

,௧ܫ
ௌ ቇ .                         (40) 

 
Once cell power has been analytically approximated through (40), the effects of the 

MPPT algorithm on power production has been modelled using the approach recently 

proposed in [34] based on the golden section search algorithm. Regarding the power 

converter, it has been dimensioned according to the peak-power of the panel under 

simulation (݆=1,…,ܬ), and it has later been scaled by following the size of the farm. It is 

expressed in (41). 
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ூܲே ,, = ൫ܫ,
ெ

ܸ,
ெ൯൫ ܰ,

ௌ
ܰ,
 ൯.                                   (41) 

 
The efficiency of the power converter reduces as the solar power production reduces; 

this fact is simulated through (42) and (43) [35]. 

 

ூே ,௧ = ܲ,௧൫ ܰ,
ௌ

ܰ,
 ൯൫ ܰ,

ௌ
ܰ,
 ൯

ூܲே,,
;                                       (42) 

 
ூேߟ ,௧ =

ூே ,௧

ூே ,௧ + ூேߙ , + ூேߚ ,൫ூே ,௧൯ + ூேߠ ,൫ூே ,௧൯
ଶ .                 (43) 

 
Finally, three-phase power injection from the solar source is shown in (44) and (45), 

assuming a power factor close to unity in order to take advantage of all active power 

produced [36]. 

 
ܲி,௧,
 = ܲி,௧,

 = ܲி,௧,
 = −൫ ܲ,௧ߟூே ,௧൯൫ ܰ,

ௌ
ܰ,
 ൯൫ ܰ,

ௌ
ܰ,
 ൯;        (44) 

 
ܳி,௧,
 = ܳி,௧,

 = ܳி,௧,
 = 0.                                        (45) 

 
2.3.3 Smart grid real-time pricing 
 
The concept of smart grid involves the application of dynamic hourly prices resulting 

from the wholesale electricity market operation in order to incentivize end-users to 

respond to this signal and reduce their energy consumption at peak hours. In our study, 

the real-time price signal is modelled according to (46)-(48), under the assumption that 

electricity prices are highly correlated to the total hourly demand. 

 
்ܲு,௧ = ுܲ,௧,

 + ுܲ,௧,
 + ுܲ,௧,

 ݐ ∀  = 1, … ,ܶ;                        (46) 
 

்ܲுெ = ൫்ܲு,௧ݔܽ݉ ݐ ∀  = 1, … ,ܶ൯ ;                                   (47) 
 

ௌீ,௧ܧ = ௌீெܧ ቆ
்ܲு,௧

்ܲ ு
ெ ቇ .                                                (48) 

 
3. Proposed methodology 
 
The method presented in this paper aims to determine the appropriate capacity to be 

installed in a determined node of DS to avoid the problems related to reverse power 

flow at the substation. The integration of DG strongly depends on decisions of private 

investors, which are not concerned about the technical limitations of DS. In this regard, 

the proposed methodology can be used to define the technical limitations and 
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consequences of integrating renewable DG on a determined node of DS. In other words, 

the computational model developed in this work is a tool to be used by the utility in 

order to establish the proper amount of DG could be technically affordable. This defines 

the highest capacity to be installed by the private investors. 

From a computational perspective, evaluating every hour of the year, considering a 

three-phase unbalanced power flow in a DS with a large number of nodes, could be a 

very difficult task.  

As stated before, our analysis is focused on finding an economically suitable solution 

that prevents the generation of a reverse power flow at the substation as a result of 

excessive integration of renewable power sources. In order to reduce the computational 

complexity of the problem, the months with the highest renewable potential are 

selected. Equation (49) [37] could be used to estimate the wind power potential (ݓ) 

of a determined month (ݍ) for the location under analysis. The application of this 

concept gives us a qualitative description of wind potential on a monthly basis. In the 

case of solar resources, for a determined month (ݍ), the average radiation in the daytime 

 could be used to qualitatively evaluate the solar potential; this reasoning is (ݒ)

presented in (50). Finally, the addition of both results (ݓ + ݒ ݍ ∀  = 1, … ,ܳ =

12) offers a global perspective on those months with the highest renewable potential. 

However, other methodologies with higher accuracy could also be considered, such as 

the methodology recently proposed in [38] to improve the quality and reliability of the 

obtained design. 

ݓ =
ߩ
2 ܶ

(ݑ)ଷ
்

ୀଵ

ݍ ∀  = 1, … ,ܳ;                                       (49) 

 

ݒ =
1
ௌܶு,

 ܩ |ܩ} > 0}

்ೄಹ,

ୀଵ

ݍ ∀  = 1, … ,ܳ.                              (50) 

 
Then, depending on the computational resources available, several months with high 

renewable potential are selected, and in this way, the number of hours to be evaluated in 

our model (ܶ) is defined by the number of hours of the chosen months. If only one 

month is selected, it could be described as (51). 

 
ܶ = ܶ| ݓ + ݒ = ݓ൛ݔܽ݉ + ݍ ∀ ݒ = 1, … ,ܳൟ.               (51) 
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GA has been extensively discussed for the analysis of energy systems [39]; in the 

proposed implementation, each individual (1=ݓ,…ܹ) is described by the vector shown 

in (52): 

 
ሬሬሬሬሬ⃗݃ ௪ = ଵ௪݃] ଶ௪݃ ଷ௪݃  ସ௪];                                    (52)݃

 
where each element ݃ଵ௪, ݃ଶ௪, ݃ଷ௪, and ݃ସ௪ is an integer number. The first element 

ଵ௪݃) ଵ௪ represents the manufacturer of the PV panel݃ = ݆). The second element ݃ଶ௪ 

is the number of PV strings (groups of PV panels connected in parallel) built using the 

panels of manufacturer (݆). The third element ݃ଷ௪ is the manufacturer of WT (݃ଷ௪ =

݅), while the fourth element ݃ସ௪ is the number of WTs of type (݅) connected to 

complete the corresponding WF size. The maximum number of PV strings (ݏݒெ) 

and WTs (ݐݓெ) to be connected to a determined node (݊) could be determined by 

measuring the available geographical space and layout and the local conditions and 

laws. To sum up, the first element is defined by the index 1 ≤ ଵ௪݃ ≤  the second ,ܬ

element is defined according to the condition 1 ≤ ଶ௪݃ ≤ ெݏݒ , the third element is 

defined by the index 1 ≤ ଷ௪݃ ≤  while the fourth element is defined by the condition ,ܫ

1 ≤ ସ௪݃ ≤  .ெݐݓ

 

The population of GA is formed by (ܹ) individuals grouped in the matrix (ܲܩ), as 

shown in (53). 

 

ܲܩ =

⎣
⎢
⎢
⎢
⎡ ଵሬሬሬሬሬሬሬ⃗݃
⋮

௪ሬሬሬሬሬሬሬሬ⃗݃
⋮

ௐሬሬሬሬሬሬሬሬ⃗݃ ⎦
⎥
⎥
⎥
⎤

.                                                            (53) 

 

The proposed GA-based method consists of the steps described as follows: 

 

Step 1: Define the number of generations (ܻ), the population size (ܹ), the crossover 

and mutation rates of GA, the significance level of the probabilistic analysis, the 

maximum number of PV strings (ݏݒெ), the maximum number of WTs (ݐݓெ), and 

the size of WT and PV-panel datasets (ܫ and ܬ). Additionally, select the month or 

months of the year under study using (49)-(51). 
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Step 2: Create the initial population of GA. To perform this step, the structure of PV 

panels and WT datasets has to be considered. The PV panel dataset is built by 

compiling information about (ܬ) manufacturers regarding the open circuit voltage, short 

circuit current, and efficiency, etc. The WT dataset, on the other hand, consists of a 

compilation of power curves or a general perspective on some characteristics such as 

cut-in, cut-out, and the rated speed of (ܫ) manufacturers. Then, using an algorithm for 

integer random number generation, the elements ݃ଵ௪ ݓ ∀  = 1, … ,ܹ are initialized 

using a random number in the interval [1,ܬ]; the elements ݃ଶ௪ ݓ ∀  = 1, … ,ܹ are 

initialized using random numbers in the interval [1,ݏݒெ]; the elements ݃ଷ௪∀ ݓ =

1, … ,ܹ are initialized using random numbers in the interval [1,ܫ]; and the elements 

ݓ ∀ସ௪݃ = 1, … ,ܹ are initialized using numbers in the range [1,ݐݓெ]. 

 

Step 3: Analyze the first generation by assigning ݕ ← 1. 

 

Step 4: Evaluate each individual of the population (݃௪ሬሬሬሬሬሬሬሬ⃗ ), determining NPC and the 

probability of reverse power observed at the substation. The number of PV panels to be 

connected in a series are adjusted according to a determined direct current voltage ( ܸ) 

and the PV-panel manufacturer, as shown in (54). 

 

ܰ,
ௌ = ܶܰܫ ቆ ܸ

ܸ,ௌ் ,
ை ቇ .                                                (54) 

 
The evaluation of the corresponding individual (ݓ) is carried out by performing 

probabilistic power flow analysis [40-43] using the information (wind speed, solar 

radiation, ambient temperature, and load demand) for each hour (1=ݐ,…,ܶ) of the month 

previously selected. Based on this analysis, active power obtained from the utility per 

phase ( ௌܲ,௧
 , ௌܲ ,௧

 , and ௌܲ ,௧
 ) is used to build the discretized distributions of the 

active power at the substation per phase. These distributions are then used to 

approximate the probability of observing reverse power flow at the substation 

( ܲ൛ ௌܲ ,௧
 < 0ൟ, ܲ൛ ௌܲ ,௧

 < 0ൟ, and ܲ൛ ௌܲ ,௧
 < 0ൟ). ܰܲܥ is approximated through 

(55) [32], where annualized capital cost (ܥܥܣ), annualized replacement cost (ܥܴܣ), and 

annualized maintenance cost (ܥܯܣ) are integrated based on the capital recovery factor 

 concept. Due to the fact that we are not evaluating the entire year, the estimated (ܨܴܥ)
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NPC is scaled by the factor (8760/ܶ) to report a better approximation in terms of the 

order of magnitude. 

 

ܥܲܰ =
ܥܥܣ + ܥܴܣ + ܥܯܣ

ܨܴܥ ൬
8760
ܶ ൰ .                                    (55) 

 
The cost related to the electricity obtained from the utility is included in the term 

 This is estimated as the product of the electricity price and the power delivered .(ܥܯܣ)

by the substation (ܧௌீ,௧ ௌܲ ,௧
 + ௌீܧ ,௧ ௌܲ,௧

 + ௌீܧ ,௧ ௌܲ,௧
 ݐ ∀  = 1, … ,ܶ). Regarding the 

value of the objective function, if the maximum probability of the reverse power flow at 

the substation, expressed in terms of (56), 

 
൫ݔܽ݉ ܲ൛ ௌܲ,௧

 < 0ൟ, ܲ൛ ௌܲ ,௧
 < 0ൟ, ܲ൛ ௌܲ,௧

 < 0ൟ൯;                (56) 
 
is higher than the half of the significance level previously selected, a value artificially 

high is assigned to the NPC (ܰܲܥ → ∞); in the contrary case, the estimation described 

in (55) is adopted. 

 

Step 5: Based on the NPC previously obtained, the fitness of each individual is assigned 

according to its rank; the individual with the lower NPC obtains rank 1, while the 

individual with the highest NPC obtains rank ܹ. Fitness value ( ௪݂ ݓ ∀  = 1, … ,ܹ) is 

assigned according to (57). 

 

௪݂ =
(ܹ + 1)− ݓ

∑ [(ܹ + 1)− ݈]ௐ
ୀଵ

ݓ ∀  = 1, … ,ܹ.                           (57) 

 

Step 6: Reproduction, crossing, and mutation operators are performed in order to define 

the individuals that belong to the next generation. 

 

Step 7: If (ݕ < ܻ), assign ݕ ← ݕ + 1 and go to Step 4; otherwise, stop. 

 

4. Case study 
 
The probabilistic optimization algorithm proposed in this work is illustrated by means 

of a hypothetical DS located in Zaragoza, Spain. Field measurements of wind speed and 

ambient temperature [44] have been used; however, solar radiation time series have 

been simulated using information from the NASA database [27] combined with the 
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general-purpose model proposed by Graham and Hollands [25]. Both operating 

installations and installations currently undergoing design were assumed to have 

azimuth equal to 0ᵒ and tilt angle equal to 60ᵒ. DS has 35 nodes and branches 

 between branches 1 (݉=1) and 15 (݉=15), the phase and neutral ;(35=ܯ=ܰ)

conductors were assumed to be 1000-kcmil, all-aluminum conductor (AAC) types. 

Between branches 16 (݉=16) and 35 (݉=35), the phase and neutral conductors were 

assumed to be 105.6 kcmil AAC type. This information is combined with the structure 

shown in Fig. 3, where the assumed disposition of each conductor on the feeder is 

presented; this allows us to calculate the geometric mean radius and the geometric mean 

distance. 

 

 
Fig. 3: Structure of the distribution feeder. 

 

The system is a four-wire multigrounded one; its rated voltage is 12.47 kV; the 

substation capacity is 15000 kVA, its system frequency is 50 Hz, and the earth 

resistivity is 100 Ωm. The probabilistic power flow was solved by considering a 

tolerance of 0.000001 for each time step ݐ. Load demand was modeled according to 

subsection 2.1 using the information presented in Table 1 combined with the profiles 

shown in Fig. 1; in addition, the hourly load variability was assumed to be 10% of the 

corresponding mean value (ߪு, = ு, ∀ ℎߤ0.1 = 1, … ,24). Table 1 presents relevant 

information related to DS topology and its load type, as well as actual condition; the 

system currently under operation or already installed is described by the condition 

Operating in column five, while the system under optimal sizing is described by the 

condition Designing, which corresponds to node 32 (݊=32). 

0.60 m

0.45 m

1.11 m 1.11 m

Neutral
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Table 1: DS topology and load data. 
From To Length (km) Node Type Condition Load Type 

Substation 1 3.3989 Load ----- Residential 
1 2 3.3030 Load ----- Residential 
2 3 3.8243 Load ----- Residential 
3 4 3.6802 Load ----- Residential 
4 5 3.9330 Generation Operating ----- 
5 6 3.6691 Load ----- Residential 
6 7 3.7648 Load ----- Residential 
7 8 3.8022 Load ----- Small commercial 
8 9 3.8136 Generation Operating ----- 
9 10 3.2853 Load ----- Residential 

10 11 4.3452 Generation Operating ----- 
11 12 4.1699 Load ----- Residential 
12 13 4.3158 Load ----- Medium commercial 
13 14 4.4843 Load ----- Residential 
14 15 5.4739 Load ----- Residential 
2 16 3.4486 Load ----- Residential 

16 17 4.0128 Load ----- Residential 
17 18 4.4717 Load ----- Small commercial 
18 19 4.4335 Generation Operating ----- 
19 20 4.4200 Load ----- Residential 
4 21 4.0573 Load ----- Residential 

21 22 4.2988 Load ----- Residential 
6 23 4.2569 Load ----- Residential 

23 24 4.0246 Load ----- Residential 
8 25 4.4762 Generation Operating ----- 

25 26 4.2766 Load ----- Residential 
10 27 4.0660 Load ----- Residential 
27 28 4.4021 Load ----- Small commercial 
27 29 4.2794 Generation Operating ----- 
27 30 4.3483 Load ----- Residential 
12 31 3.8096 Load ----- Residential 
31 32 3.9946 Generation Designing ----- 
32 33 3.7354 Load ----- Residential 
14 34 4.0065 Load ----- Residential 
34 35 4.0941 Load ----- Large commercial 

 
In Table 2, the power factor ( ,߮), autocorrelation coefficient (ߩு,), and maximum 

estimated load per phase (݀ெ,
 , ݀ெ,

 , and ݀ெ,
 ) per node (݊=1,…,ܰ=35) and 

phase are reported. As can be observed, power factor and autocorrelation were assumed 

to be close to unit, while some residential consumers were modelled by unbalanced 

loads. 
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Table 2: Load demand description. 

Node Power factor Autocorrelation Maximum load (kVA) 
Phase a Phase b Phase c 

1 0.9079 0.8932 150 150 150 
2 0.9346 0.8218 25 37.5 25 
3 0.9400 0.8351 15 15 15 
4 0.9048 0.8104 0 0 25 
5 ----- ----- ----- ----- ----- 
6 0.9385 0.8711 15 0 0 
7 0.9262 0.8895 0 0 25 
8 0.9426 0.8529 1850 1850 1850 
9 ----- ----- ----- ----- ----- 
10 0.9285 0.8545 0 25 0 
11 ----- ----- ----- ----- ----- 
12 0.9227 0.8714 25 0 0 
13 0.9419 0.8193 3250 3250 3250 
14 0.9144 0.8629 0 25 0 
15 0.9268 0.8366 37.5 37.5 37.5 
16 0.9112 0.8601 50 0 0 
17 0.9452 0.8884 0 50 0 
18 0.9257 0.8070 1700 1700 1700 
19 ----- ----- ----- ----- ----- 
20 0.9070 0.8499 0 0 50 
21 0.9251 0.8535 37.5 0 0 
22 0.9340 0.8178 0 0 25 
23 0.9389 0.8186 50 0 0 
24 0.9115 0.8227 0 0 37.5 
25 ----- ----- ----- ----- ----- 
26 0.9362 0.8363 25 0 0 
27 0.9179 0.8434 0 50 0 
28 0.9048 0.8479 1500 1500 1500 
29 ----- ----- ----- ----- ----- 
30 0.9381 0.8417 25 25 25 
31 0.9378 0.8865 0 37.5 0 
32 ----- ----- ----- ----- ----- 
33 0.9293 0.8765 25 0 0 
34 0.9370 0.8354 0 25 0 
35 0.9434 0.8116 5000 5000 5000 

 
 

Regarding the optimization process, the WT and PV-panel databases are shown in Table 

3 and 4, respectively. In Table 4, the type-one PV panel (݆=1) was supposed to have 48 

cells connected in serial, while the rest of panels in the database (݆=[2,13]) were 

supposed to have 60 cells. Regarding the cells in parallel, all of the panels were 

supposed to have only a string of cells under this connection. 
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Table 3: WT database. 

Type Cut-in speed 
(m/s) 

Rated speed 
(m/s) 

Cut-out speed 
(m/s) 

Rated power 
(kW) 

1 3 12 23 30 
2 3 12 25 1500 
3 4 14 25 100 
4 3 14 25 35 
5 3 14 25 25 
6 3 13 25 1650 
7 3 14 20 250 
8 3 14 20 85 

 
Table 4: PV panel dataset. 

Typ
e 

NOC
T (ᵒC) 

Open−circu
it voltage 

(V) 

Short−circu
it current 

(A) 

Temperatur
e 

coefficient 
(%/ᵒC) 

Efficienc
y (%) 

Point of 
maximum 

power 
Voltag
e (V) 

Curren
t (A) 

1 47.9 32.49 9.95 −0.377 19.82 27.53 9.3 
2 48 39.4 9.97 −0.4 18.3 31.2 9.63 
3 46 38.25 9.6 −0.442 17.4 31.65 9.09 
4 46 38.15 9.5 −0.442 17.1 31.55 8.98 
5 49 39.3 9.8 −0.4 17.6 31.3 9.25 
6 49 39.3 9.87 −0.4 18 31.3 9.42 
7 48 45.6 9.08 −0.43 16.2 37.2 8.47 
8 44 38.5 9.25 −0.41 16.8 31.1 8.84 
9 44 38.4 9.18 −0.41 16.5 30.9 8.73 

10 46 37.72 9.06 −0.42 16.2 31.04 8.61 
11 46 37.45 8.98 −0.42 15.9 30.79 8.52 
12 47 37.6 8.88 −0.42 15.5 30.4 8.38 
13 47 37.5 8.76 −0.42 15.2 30.3 8.24 

 
Tables 5, 6, and 7 show the parameters and characteristics of the already installed 

systems (Condition: Operating in Table 1). In Table 6, the PVFs connected to nodes 5 

and 19 were built by using PV panels with 48 cells connected in serial and only one 

string of cells connected in parallel; the rest of the PVFs used PV panels with 60 cells in 

serial and only one string of cells in parallel. Table 7 presents the maximum number of 

PV panels to be connected in parallel as well as the DC voltage ( ܸ) of each PVF; this 

information was used to determine the number of PV panels to be connected in serial 

according to (54). Similarly, the maximum number of WTs is also shown. For those 

nodes with DG already installed (Condition: Operating), the columns for the maximum 

PV strings and maximum WTs represent the systems’ characteristics, while for the 

systems under sizing (Condition: Designing), this information was used to establish the 

limits to be considered in the optimization algorithm mathematically expressed by the 
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variables (ݏݒெ  for PVF and ݐݓெ for WF). For node 32 specifically, ݏݒୀଷଶெ =25 

and ݐݓୀଷଶெ =20. 

 
Table 5: Operating WFs. 

Node Cut-in speed 
(m/s) 

Rated speed 
(m/s) 

Cut-out speed 
(m/s) 

Rated power 
(kW) 

5 4 14 25 100 
9 3 14 25 25 
11 3 14 25 35 
19 3 14 25 25 
25 4 14 25 100 
29 3 14 20 250 

 
Table 6: Operating PVFs. 

Node NOCT 
(ᵒC) 

Open-
circuit 
voltage 

(V) 

Short-
circuit 
current 

(A) 

Temperature 
coefficient 

(%/ᵒC) 

Efficiency 
(%) 

Point of 
maximum power 
Voltage 

(V) 
Current 

(A) 
5 47.9 32.49 9.95 -0.377 19.82 27.53 9.3 
9 48 39.4 9.97 -0.4 18.3 31.2 9.63 
11 46 38.25 9.6 -0.442 17.4 31.65 9.09 
19 47.9 32.49 9.95 -0.377 19.82 27.53 9.3 
25 46 38.15 9.5 -0.442 17.1 31.55 8.98 
29 49 39.3 9.8 -0.4 17.6 31.3 9.25 

 
Table 7: Installed and maximum allowed renewable penetration. 

Node Condition Maximum 
PV strings 

DC Voltage 
(V) 

Maximum 
wind turbines 

5 Operating 5 600 1 
9 Operating 15 600 1 

11 Operating 20 600 1 
19 Operating 20 600 1 
25 Operating 25 600 1 
29 Operating 25 600 1 
32 Designing 25 600 20 

 
As a complement to the previously described information, Fig. 4 shows the topology of 

DS under analysis, and DG is also presented. 
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Fig. 4: DS under analysis. 

 
Table 8 as well as Figs. 5, 6, and 7 present the results obtained from the implementation 

of the procedure described in (49-51); as can be observed in Table 8, the month with 

highest potential is February, with approximately 869 W/m2. The corresponding time 

series for wind speed, solar radiation, and temperature are also presented in the 

previously mentioned figures. In this way, a total of 672 hours (ܶ=672 h) were analyzed 

for each individual. 

 
Table 8: Renewable power potential per month. 

Month ݓ ݍ(W/m2) ݒ(W/m2) ݓ +  (W/m2)ݒ
January 1 292.0060 453.2425 745.2485 

February 2 336.5908 532.5634 869.1543 
March 3 134.1022 571.3557 705.4580 
April 4 209.3386 519.3456 728.6843 
May 5 145.6036 495.7815 641.3852 
June 6 116.1155 448.1411 564.2567 
July 7 161.91002 455.5307 617.4408 

August 8 204.9154 485.9916 690.9071 
September 9 119.83701 548.2797 668.1168 

October 10 75.37703 496.9125 572.2895 
November 11 150.4374 432.940 583.3777 
December 12 147.5994 432.9402 580.5397 
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Fig. 5: Wind speed time series (February). 

 

 
Fig. 6: Solar radiation time series (February). 
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Fig. 7: Ambient temperature (February). 

 
GA was implemented by considering 50 generations (ܻ=50), a population size of 15 

individuals (ܹ=15), and crossover and mutation rates of 0.95 and 0.05, respectively. 

Under these conditions, Fig. 8 shows the evolution of the implemented optimization 

process. An optimization algorithm was implemented in MATLAB on a personal 

computer with an i7-3630QM CPU at 2.40 GHz with 8 GB of memory. The total 

process required 134.5935 minutes (2.2432 h). Regarding the investment and operating 

costs, the project was analysed by considering a 35-year lifespan, with discount and 

inflation rates of 0.04 and 0.02, respectively. The capital costs of the PV panels were 

assumed to be 1.3 €/W with replacement time of approximately 30 years. Power 

converter acquisition cost was assumed to be 500 €/kVA with a lifespan of 30 years. 

The capital costs for WF were supposed to be 850 €/kW, with replacement time of 20 

years. Costs related to the energy bought from the utility was estimated by assuming a 

peak price of 150 €/MWh. After evaluating the 50 generations, the NPC of the 

suggested configuration was approximately 584 M€, with a maximum probability of 

observing reverse power equal to 0.148810% or, in other words (58): 

 
൫ݔܽ݉ ܲ൛ ௌܲ,௧

 < 0ൟ, ܲ൛ ௌܲ,௧
 < 0ൟ, ܲ൛ ௌܲ,௧

 < 0ൟ ∀ ݐ = 1, … ,672൯ = 0.001488. (58) 
 
The significance level of the analysis was adjusted to 1%. 
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Fig. 8: GA evolution. 

 
The optimal configuration obtained from the proposed methodology consists of a one-

string PVF built by using a type-nine (see row 9 in Table 4) PV panel, while wind 

energy is generated by using four type-two WTs (see row 2 in Table 3). For this 

configuration, Fig. 9 shows the distribution function of active power flow per phase at 

the substation level. 

 

 
Fig. 9: Probability distribution of active power at the substation. 

 
Finally, Tables 9 and 10 present the average voltage and branch currents as well as the 

active and reactive power, respectively. 
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Table 9: Average voltage and current per node and phase. 

Node/Branch Average voltage (kV) Average current (A) 
Phase a Phase b Phase c Phase a Phase b Phase c 

1 12.54 12.425 12.445 325.869 327.051 325.394 
2 12.54 12.425 12.445 322.574 323.723 322.075 
3 12.536 12.467 12.408 279.218 279.996 278.777 
4 12.534 12.467 12.409 278.899 279.674 278.454 
5 12.543 12.454 12.413 278.088 279.674 277.372 
6 12.543 12.452 12.415 278.764 280.362 278.053 
7 12.564 12.439 12.408 277.367 280.362 277.238 
8 12.566 12.435 12.41 277.367 280.362 276.696 
9 12.573 12.415 12.423 233.74 236.62 233.096 

10 12.575 12.41 12.425 234.304 237.2 233.662 
11 12.511 12.444 12.455 199.884 201.097 199.211 
12 12.51 12.441 12.459 200.541 201.762 199.866 
13 12.495 12.454 12.461 258.509 260.175 258.907 
14 12.495 12.453 12.462 173.269 174.652 173.43 
15 12.473 12.469 12.467 0.848 0.849 0.849 
16 12.473 12.429 12.508 44.364 44.496 44.321 
17 12.48 12.43 12.499 43.233 44.496 44.321 
18 12.478 12.442 12.49 43.233 43.363 44.321 
19 12.476 12.455 12.479 1.083 1.085 1.186 
20 12.474 12.468 12.469 0 0 1.132 
21 12.46 12.481 12.469 0.849 0 0.566 
22 12.465 12.478 12.467 0 0 0.566 
23 12.45 12.482 12.478 1.133 0 0.848 
24 12.461 12.48 12.47 0 0 0.848 
25 12.465 12.486 12.459 1.685 1.853 1.857 
26 12.465 12.478 12.467 0.566 0 0 
27 12.533 12.434 12.444 36.748 37.957 36.818 
28 12.486 12.461 12.463 38.996 39.078 39.07 
29 12.486 12.461 12.463 3.169 3.175 3.175 
30 12.486 12.461 12.463 0.565 0.566 0.566 
31 12.486 12.455 12.469 75.212 75.304 75.401 
32 12.479 12.46 12.471 75.212 75.465 75.401 
33 12.472 12.465 12.473 0.565 0 0 
34 12.49 12.454 12.467 172.422 173.24 172.582 
35 12.48 12.462 12.468 172.422 172.673 172.582 

 
From the results presented in Table 9, it is possible to observe how a relatively small 

imbalance level on the system can perturb the voltage profile depending on the phase, 

the type of load connected, the reverse power flow, and the integration of DG. In 

addition, according to the average active power reported in Table 10, it is possible to 

observe how the DG system suggested to be installed in node 32 was able to reduce 

local power consumption, specifically in the neighborhood of branches 31, 32, and 33. 

This local influence on the reduction of energy consumption allows us to prevent the 

generation of reverse power flow at the substation. Another important aspect is that the 
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DG system is at least 40% of the substation’s capacity and is mainly composed of wind 

generation, due to the assumption about the system’s integration cost and lifespan as 

well as the availability of this resource. 

 
Table 10: Average active and reactive power per node and phase. 

Branch Average active power (kW) Average reactive power (kVAr) 
Phase a Phase b Phase c Phase a Phase b Phase c 

1 6272.575 6271.847 6242.12 3013.559 3012.03 3004.082 
2 6206.024 6205.296 6175.569 2982.841 2981.311 2973.363 
3 5310.778 5303.52 5280.424 2606.844 2605.24 2597.146 
4 5303.889 5296.631 5273.535 2604.346 2602.741 2594.648 
5 5286.935 5296.631 5251.074 2597.388 2602.741 2585.085 
6 5310.071 5319.767 5274.21 2597.388 2602.741 2585.085 
7 5280.248 5319.767 5257.507 2586.454 2602.741 2577.548 
8 5280.248 5319.767 5246.191 2586.454 2602.741 2572.943 
9 4328.387 4379.343 4305.768 2235.023 2255.605 2225.806 

10 4346.706 4397.662 4324.087 2235.023 2255.605 2225.806 
11 3640.634 3657.82 3618.015 1871.747 1878.101 1862.529 
12 3664.752 3681.937 3642.132 1871.747 1878.101 1862.529 
13 5270.768 5293.389 5270.768 1862.529 1871.74 1862.529 
14 3533.098 3555.719 3533.098 1242.947 1252.157 1242.947 
15 16.987 16.987 16.987 6.882 6.882 6.882 
16 883.829 884.651 883.728 371.652 369.556 371.873 
17 861.561 884.651 883.728 361.586 369.556 371.873 
18 861.561 861.561 883.728 361.586 361.586 371.873 
19 −23.398 −23.398 −1.231 0 0 10.287 
20 0 0 22.167 0 0 10.287 
21 16.954 0 11.408 6.958 0 4.363 
22 0 0 11.408 0 0 4.363 
23 22.942 0 16.703 8.404 0 7.536 
24 0 0 16.703 0 0 7.536 
25 −28.631 −40.068 −40.068 4.294 0 0 
26 11.437 0 0 4.294 0 0 
27 706.072 728.5 706.072 363.277 372.969 363.277 
28 763.139 763.139 763.139 359.046 359.046 359.046 
29 −68.528 −68.528 −68.528 0 0 0 
30 11.461 11.461 11.461 4.231 4.231 4.231 
31 −1617.29 −1611.45 −1628.64 4.51 6.361 0 
32 −1617.29 −1628.64 −1628.64 4.51 0 0 
33 11.35 0 0 4.51 0 0 
34 3516.11 3527.562 3516.11 1236.065 1240.332 1236.065 
35 3516.11 3516.11 3516.11 1236.065 1236.065 1236.065 

 
Regarding the practical applicability of the proposed optimization method, it could be 

used to perform renewable energy integration analysis for a DS, starting with typical 

load profiles, hourly estimations of solar and wind resources, and data frequently 

provided by PV panels and WT manufacturers. The methodology was only illustrated 
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for node 32; however, it could sequentially implemented in other nodes by changing the 

DG condition in node 32 (Tables 1 and 7) from Designing to Operating; then, the sizing 

procedure would be repeated in the new node where DG needs to be added. 

 
5. Conclusions 
 
In this work, an innovative method for optimal sizing and incorporation of DG into a 

DS based on wind and solar energy has been described, illustrated, and discussed. The 

proposed methodology integrates heuristic optimization, load flow analysis, typical 

consumption profiles, and environmental information in a probabilistic theory for sizing 

DG to prevent the apparition of reverse power flow at distribution substations, as a new 

contribution to earlier studies. In addition, the presented methodology allows the 

integration of manufacturer data that are typically found on datasheets related to PV 

panels and WTs. The results obtained from the analysis of a case study reveal that DG 

should be integrated to supply energy demand at a local level; in our case, the optimal 

capacity was found to be approximately 40% of the substation’s capacity. This method 

can be used to carry out an analysis about the incorporation of renewable energy 

generation into a DS.  
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