
Abstract:  1 

This paper presents a new framework for optimizing the operation of Industrial MicroGrids 2 

(IMG). The proposed framework consists of three levels. At the first level, a Profit Based 3 

Security Constrained Unit Commitment (PB-SCUC) is solved in order to minimize the total 4 

expected cost of IMG via maximizing the IMG revenue by transacting in the day-ahead power 5 

market and optimizing the scheduling of the units. In this paper, the tendency of IMG for 6 

participating in the day-ahead power market is modelled as a quadric function. At the second 7 

level, a Security Constrained Unit Commitment is solved at the upper grid for minimizing the 8 

upper grid operation and guaranteeing its security. At this level, the accepted IMG bids in the 9 

day-ahead power market would be determined. Finally, at the third level, the IMG operator must 10 

settle its units on the basis of its accepted bids. Therefore, a rescheduling problem is solved in 11 

the third level. Notably, Renewable Energy Sources (RESs), Combined Heat and Power (CHP) 12 

units, thermal and electrical storage systems are considered in the IMG. As the RESs and day-13 

ahead market price have stochastic behaviours, their uncertainty is taken into account by 14 

implementing stochastic programming. Further, different cases for grid-connected and island 15 

modes of IMG are discussed, and the advantages of utilizing RES and storage systems are given. 16 

The simulation results are provided based on the IEEE 18-bus test system for IMG and IEEE 30-17 

bus test system for the upper grid. 18 

Keywords: industrial microgrid; day-ahead market; scheduling; renewable energy sources; 19 

uncertainty; stochastic programming. 20 
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Indices 
b  Index of auxiliary boilers 
ESS  Index of electrical storage systems 
i  Index of CHP units  

cui  Index of  CU regarding upper grid 
k  Index of day-ahead market price scenario 

n, m  Index of buses 
s  Index of RESs scenario 

t  Index of time periods 

th  Index of thermal group 
TSS  Index of thermal storage systems 
Binary Variables 

i,t,ksu  On/Off state of unit i at time t  and scenario ks  

i,t,ksκ  1 if unit i  starts at time t  and scenario ks  

i,t,ksκ  1 if unit i  is shut down at time t  and scenario ks  

Continuous Variables 
G

t
IMD  Electrical demand of IMG at time t   
thermal
( th ),tD  Thermal demand of group thermal group th  at time t   

nm,t,ksFlow  Active power flow from bus n  to bus m at time t  and scenario
ks  

b ,t,ksH  Generated heat by boiler b  at time t  and scenario ks  

D C
TSS,t,ks TSS ,t,ksH / H  Generate/Absorb power of TSS at time t  and scenario ks  

TSS,t,ksHcap  State of charge of storage TSS at time t  and scenario ks  

mg ,t ,kP  Transacting value of upper grid with the IMG at time t  and 
scenario k  

IMG
tkP_buy  IMG Bidding for buying power at time t  and scenario k  
IMG

tkP_sell  IMG Bidding for selling power at time t  and scenario k  

DA
tkP  Buying /selling active power from/to the day-ahead market at 

time t  and scenario k  
D C

ESS,t,ks ESS,t,ks,P P  Discharge/Charge power of ESS at time t  and scenario ks  
pv

t,ksP  Output of PV unit at time t  and scenario ks  
w ind

t,ksP  Output of wind unit at time t  and scenario ks  



ESS,t,ksS   State of the charge of storage ESS at time t  and scenarios ks  

i ,t,ksSU  Start-up cost of unit i  at time t  and scenario ks  

i ,t,ksSD  Shutdown cost of unit i  at time t  and scenario ks  

Constants  
SU
iC  Start-up offer cost of unit i  
SD
iC  Shutdown offer cost of unit i   

Max
nmFlow  Maximum flow between buses n  and m  

b bH / H  Maximum/Minimum power of boiler b  

S
C D
TSS T S/H H  Maximum of absorbing/generating heat by storage TSS  

max min
TSS TSS/Hcap Hcap  Maximum/Minimum capacity of storage TSS  

MG -acc
t,kP_buy  Accepted value of IMG bid for buying power at time t  and 

scenario k  
MG -acc

t,kP_sell  Accepted value of IMG bid for selling power at time t  and 
scenario k  

S
C D

ESS E S/P P  Maximum of charging/discharging power by storage ESS  

mg ,t ,kP  Maximum allowable transacting power of upper grid with IMG 
at time t  and scenario ks  

/i iRU RD  Ramp up/down of unit i  

ESS ESSS / S  Maximum/Minimum capacity of storage ESS  
on off

i iT T/  Minimum on/off time of unit i  

nmx  Reactance of line between buses n and m 

i i i, ,    Cost coefficients of ST units 

mg ,t mg ,t mg ,t, ,    Cost coefficients of IMG bidding quadric function at the second 
level of optimization process at time t  

tk  Price of day-ahead active power market at time t  and scenario 
k  

degrada n
ESS

tio  Degradation cost of ESS  
degrada n
TSS

tio  Degradation cost of TSS  
gas  Gas price 
OM

i  Operation and maintenance price of unit i  
boiler
b  Efficiency factor of boiler b  



CHP
i  Efficiency factor of unit i  
C
ESSη , D

ESSη  Efficiency factors of storage ESS  in charging and discharging 
modes, respectively. 

C
TSSη , D

TSSη  Efficiency factors of storage TSS  in absorbing and generating 
modes, respectively. 

i  Waste heat factor of CHP unit i  
Abbreviation   
CFTOOL MATLAB Curve Fitting Tool Box 
CHP Combined Heat and Power 
CU Conventional Units 
DER Distributed Energy Resources 
ESS Electricity Storage System 
GT Gas Turbine 
IMG Industrial MicroGrid 
IMGO Industrial MicroGrid Operator 
LHS Latin Hyper Cube Sampling 
MG MicroGrid 
MILP Mix-Integer Linear Programming 
MINLP Mix-Integer Non Linear Programming 
MT Micro Turbine 
NG Natural Gas engine 
PB-SCUC Price Based- Security Constrained Unit Commitment 
PV Photovoltaic 
RES Renewable Energy Source 
SCUC Security Constrained Unit Commitment 
SMILP Stochastic Mix-Integer Linear Programming 
ST Steam Turbine 
TSS Thermal Storage System 

UGO Upper Grid Operator 

Noted, Set   runs from 1 to N  21 



1. Introduction 22 

MicroGrid (MG) is an electrical network structure, which leads to use Distributed Energy 23 

Resources (DERs) in a secure and reliable way. In addition, it can connect to or disconnect from 24 

the grid to enable it to operate in both grid-connected or island modes[1]. The local loads of an 25 

MG must be supplied in islanded mode. However, the presence of intermittent Renewable Energy 26 

Sources (RESs) put challenges ahead of secure operation of MG. Consequently, dispatchable   27 

energy resources like Combined Heat and Power (CHP) units become more popular among MG 28 

developers. On the other side, integration of renewable energy becomes a salient issue as they 29 

assist in reducing greenhouse gas emissions, environmental concerns and lead to guarantee energy 30 

security and sustainability of various energy sources[2].  31 

The utilization of CHP systems is on the rise, which conducts to the grow of the 32 

interdependencies of electricity and heat systems[3]. Efficient CHP units lead to a reduction in 33 

energy costs and also diminution in emissions in comparison to power-only and boilers units[4]. 34 

According to the United States Department of Energy (DOE), employing CHP units has 35 

significant advantages, including the intensification of the energy security, improvement in 36 

resiliency of the energy infrastructure, enhancement in energy efficiency, and proceed the climate 37 

change and environmental targets by reducing emission[5]. The scheduling of CHP units takes the 38 

attention of many researches ([6-23]]).  In[6], a new formulation of unit commitment for 39 

minimizing the Industrial MG (IMG) operational cost is given, while CHP and boilers are 40 

considered for supplying the thermal demand. However, the presence of RESs and the advantages 41 

of storage systems are not discussed. In [7], an innovation method on the basis of information gap 42 

theory for CHP units scheduling from the perspective of a generation company is presented, 43 

where the uncertainty of electricity market prices is considered. However, RESs and energy 44 



storage systems are not included in their work.  Energy storage systems are foremost components 45 

of a system especially when intermittent RESs exist [8].  In [9], the role of energy storage systems 46 

in boosting the flexibility of CHP units and consequently decreasing the curtailments of wind 47 

power units is discussed. However, the uncertainties of wind power and the network constraints 48 

are ignored in that paper. A cooperatively and independently operation of CHP and wind units for 49 

participating in electricity market is presented in [10], where shows that a joint operation of CHP 50 

and wind units can decrease the overall net imbalance of the producers and result in growing their 51 

profits, nevertheless, stochastic behaviour of market prices and wind units are not considered in 52 

their work.  In [11], a decentralized approach for CHP dispatch is presented on the basis of 53 

benders decomposition method, where the operational flexibility of power system is assessed by 54 

taking the advantages of heat storage systems. Although wind power is considered in their work, 55 

its uncertainty is ignored. Moreover, transactions in the power market are not considered in their 56 

model.  In [12], a reliability assessment for specifying the number and size of CHP units, boilers, 57 

and heat storage systems for a large residential campus is done, however, no RES is 58 

contemplated. In [13], an innovative structure for sizing strategy of an MG is presented, where 59 

CHP and RESs are considered, and three different types of ESSs are modelled. However, their 60 

model lacks the presence of TSS and also the power flow constraints of MG. In [14], optimal 61 

scheduling of CHP units problem by considering thermal and electrical storage systems is 62 

presented, while the contingency security constraints of the system are considered, but the 63 

presence of RESs is not scrutinized. In [15], short-term scheduling of CHP units is presented, in 64 

which auxiliary boilers, Thermal Storage System (TSS), and conventional power units are taken 65 

into account. In [16], a CHP scheduling problem is discussed, while the stochastic behaviour of 66 

pool market price and load are taken into account, however, the configuration of the IMG and the 67 



existence of RES are considered neither in [15] nor [16]. Reference [17] presents an approach for 68 

generation scheduling of electricity and heat in an IMG. Although Photovoltaic (PV) units and 69 

electrical storages are considered in [17], the uncertainty of PV and  market price and the presence 70 

of TSS are not discussed. In [18] and [19] the advantages of using CHP units in the active 71 

distribution systems are presented. In [18], linearization techniques are utilized for linearizing the 72 

problem of scheduling CHP units, further, the contingency of the system is considered that makes 73 

the model a two-stage stochastic problem. Further, in [19], the optimal scheduling of CHP units in 74 

the active distribution system is presented, while the inter-zonal power exchange of the system is 75 

discussed. Both in [18] and [19], the Electricity Storage Systems (ESSs), TSS and technical 76 

constraints of network are taken into account, however, the uncertainty of RES and market price 77 

are not considered. In [20], a novel model for optimal scheduling of CHP units of an MG is 78 

presented, while industrial customers are contemplated. Their novelty centres on introducing a 79 

formulation that takes into account inter-zonal power exchanges of industrial customers and also 80 

considers dynamic dependency of heat and electric systems. However, their model lacks RESs 81 

and their relevant uncertainties. In [21], a stochastic programming method is introduced for short-82 

term scheduling of CHP-based MGs in order to maximize the profit. In their proposed framework, 83 

the uncertainty of wind and market price are considered, but the technical constraints of MG 84 

network are not included, further, the presence of PV units is neglected. A multi-objective 85 

optimization, including the minimization of cost and emission for the optimal energy management 86 

of an MG is presented in [22], where the CHP, boilers, ESS, and TSS and the uncertainty of load 87 

and price are contemplated, however, the network configuration, wind, and PV units are 88 

neglected. In [23], a multi-objective optimization approach for an MG comprised of CHP, wind 89 

and PV units, and hydrogen storages is presented for concurrent consideration of various 90 



objectives, including profit, emission, and reliability indices. However, its main study is 91 

concentrated on efficacious impact of using multi-objective technique and also their MG is devoid 92 

of TSS. In [24], an innovative formulation for scheduling and bidding of an MG is presented, 93 

where the thermal dynamics features of the buildings are considered. In their proposed 94 

framework, heating, ventilation, and air-conditioning system, uncertain wind and PV units, and 95 

the batteries are taken into account and the MG can participates in the market by bidding, 96 

however, the network configuration, CHP units, and TSSs are not captured in their work. In [25] 97 

the MG bidding in the power market is scrutinized. Indeed, a hybrid stochastic/robust 98 

optimization method is proposed for MG biding in the active power market. In their proposed 99 

model, the uncertainty of wind and PV units is considered, however, the network configuration, 100 

thermal demand, and CHP units are neglected. In [26], an optimization method is presented for 101 

specifying the MG biddings in the day-ahead power market and scheduling of its generation units, 102 

while in addition to market price uncertainty, RESs along with their uncertainties are considered. 103 

Nonetheless, CHP units, TSS, and thermal demands are not taken into account. In [27], a two-104 

stage stochastic optimal scheduling of MG with the aim of minimizing the expected operational 105 

cost and power losses is presented, while the intermittent nature of renewable energies is 106 

considered, but the thermal demand and CHP units are not contemplated. In [28], a novel 107 

optimization framework is presented for scheduling of an MG that consists of uncertain RESs, 108 

dispatchable DGs, and ESS. However, its authors mainly concentrate on MG operation under 109 

unfolding islanding mode. Besides, they do not take into account power flow constraints and their 110 

considered MG is without CHP and TSS units. 111 

 It is worth noting that, in addition to electrical loads, thermal demands are considered in the 112 

current paper. There are multiple sources for providing heat in a system. Some papers ([29-31]) 113 



investigate units like ground-coupled heat pump for supplying thermal loads and some articles 114 

([6, 14, 17-20]) consider CHP units, boilers, and TSS units to provide heat. In this context, in this 115 

current paper, CHP, axillary boilers, and TSS are taken into account for supplying thermal loads.  116 

In the present research, RESs, including wind units and PV units are modelled, while their 117 

uncertainties are contemplated. The network configuration and its technical constraints are 118 

considered. In addition, the IMG can participate in the day-ahead market via bidding, while the 119 

uncertainty of market price is considered. For showing the advantages of grid-connected mode 120 

over island mode, a cost comparison is given. For optimal scheduling of IMG units and 121 

determining the values of its transaction in the day-ahead market, a stochastic Price Based- 122 

Security Constrained Unit Commitment (PB-SCUC) problem is solved in the IMG.  123 

Overall, for solving a unit commitment problem, various methods exist.  For instance, genetic 124 

algorithm and harmony search algorithm are respectively utilized in [32] and [33]. Further, the 125 

particle swarm optimization is employed by [34] and [35]. On the other hand, both classical 126 

optimization approach and decomposition methods such as Lagrangian relaxation [36] and 127 

Benders decomposition [37] are used. In addition, mathematical programming algorithm such as 128 

Mix-Integer Linear Programming (MILP) [38] and Mix-Integer Non Linear Programming 129 

(MINLP) [39] approaches are applied in various literature. Taking everything into account, 130 

mathematically optimization techniques, like MILP method, lead to the global optimum solution, 131 

however, the heuristic methods such as particle swarm optimization or genetic algorithm may 132 

reach to a local optimum solution as they consider a limited area of search space [18].  133 

Generally, some of the aforementioned reviewed articles consider upstream network, and they 134 

take attention to the possibility of MGs to participate in the power markets and transacting with 135 

their upper grid, however, some of them ignore the uncertainty of market price. The comparison 136 



study for this concept is given in Table 1. In the current research, in addition to uncertain RESs, 137 

the uncertainty of day-ahead market price is captured by Latin Hyper Cube Sampling (LHS) 138 

method, which can completely cover the range of random variable variations [40]. Notably, 139 

neither of the references [6-28] consider the configuration of the upper grid and also the results of 140 

the IMG biddings are not discussed in them. As a novelty, the upper grid structure is considered in 141 

this paper. For showing the novelty and advantages of the current article over the existing 142 

literature, a survey has been conducted for comparing the current work with others. Table 1 143 

illustrates this comparison.   144 

Table 1.  145 

Comparison of This Paper with Other Articles 146 

 147 

Finally, a tri-level optimization framework is presented, in which a Stochastic MILP (SMILP) 148 

problem is solved. In the first level, a stochastic PB-SCUC problem is solved in order to schedule 149 

References [17] [33] [32] [38] [34] [35] [37] [39] [24] [21] 22] [14] [18] [19] [26] [23] [28] [20] This 
paper 

Method  MILP                     
MINLP                     
Heuristic                     

Optimization 
Framework  

Single level                    
Multi-level                    

CHP units                     

RES Wind                    
PV                    

Storage 
System 

ESS                     
TSS                    

IMG Network 
Constraints                    

 

Upper Grid Network 
Constraints                   

 

Grid Connected                     
Model deterministic                    

stochastic                     
Stochastic 
Parameters  

Wind                    
PV                    
Market Price                    



the CHP units, boilers and so forth. In addition, bided power of IMG in the day-ahead power 150 

market is released. After determination of the IMG biddings in the day-ahead market, the IMG 151 

bids are transferred into the MATLAB environment [41], and the tendency of IMG for 152 

participating in the day-ahead market would be estimated as a quadric function at each hour. Next, 153 

the quadric functions of all 24-hour are transferred into the GAMS software for optimizing the 154 

second level of the problem, where Upper Grid Operator (UGO) runs a Security Constrained Unit 155 

Commitment (SCUC) for optimizing the upper grid operation and analyzing the received bids. It 156 

is worth mentioning that, the upper grid configuration and its security constraints are well 157 

considered. Once the accepted bids have been determined by the UGO, the IMG Operator 158 

(IMGO) must then settle its units on the basis of the accepted bids. As a result, a rescheduling 159 

problem is done as a third level. Briefly, the main contribution of this paper can be highlighted as 160 

follow:  161 

1.  A tri-level optimization framework for IMG optimization is presented, in which the 162 

transaction of the IMG in the day-ahead market is contemplated, and the uncertainty of market 163 

price is considered. Further, the tendency of the IMG in the day-ahead market is modelled as a 164 

quadric function.  165 

2. Optimal scheduling of an IMG is done, while the CHP units, uncertain RESs, TSSs, and ESSs 166 

are taken into account and as a contribution, the technical constraints of IMG and upper grid 167 

networks are considered.  168 

3. The rescheduling problem is solved at the third level, while the acceptance of the IMG bids in 169 

the day-ahead market is considered. Furthermore, several scenarios, including grid-connected 170 

modes with the full bids acceptance, grid-connected with the impact of the upper grid 171 

configuration, and island modes are discussed.  172 



The rest of paper is organized as follows. Section 2 represents the proposed model along with 173 

its mathematical formulations. Solution algorithm is given in Section 3. Numerical results and 174 

discussions are elaborated in Section 4. At last, the conclusion is drawn in Section 5.  175 

2. Modelling and Formulating the Problem  176 

In this section, the market framework is firstly described. Afterward, the structure of IMG and 177 

its transaction with the upper grid is discussed. Next, a brief description of optimization 178 

framework is elaborated.  Finally, the mathematical formulations are represented.  179 

1. Market Framework 180 

Active day-ahead power market is considered in the current research. Fig. 1 depicts its 181 

framework. Observe that, IMG can submit bids in this market in order to purchase or sell active 182 

power. Afterward, the submitted bids are assessed by the upper grid operator, and the accepted 183 

ones would be declared.  184 

Time Horizon0:00

Day-Ahead Period Operation Period

Submission of Bids Acceptance of Bids

 185 

Fig. 1. Day-Ahead Power Market Framework 186 

2. IMG and Upper Grid Structure 187 

An IMG is considered in this current article, where comprises various units and also electrical 188 

and thermal loads. Besides, it is connected to one bus of its upper grid and can transact with it 189 

within the day-ahead power market. For clarifying, Fig. 2 illustrates the IMG and its upper grid 190 

and also shows how the IMG is connected to its upper network.  191 



Upper Grid

CU

Bi-directional 
Transaction

 192 

Fig. 2. IMG and Upper Grid Structure 193 

3. Optimization Framework 194 

A tri-level optimization problem is presented in this paper, where the first and third levels are 195 

regarding the IMG and the second level is concerning the upper grid. The object of establishing 196 

such a tri-level framework is motivated by encountering with challenges ahead of IMG for 197 

bidding in the day-ahead power market and transacting with its upper grid. The IMG is optimized 198 

on the basis of optimal scheduling of its units and its transaction with its upper grid. In other 199 

words, IMG biddings play an important role in the scheduling of its units and on the total 200 

expected cost of IMG. Hence, the final result of the IMG biddings would determine the final 201 

scheduling of units.   A simple structure of the proposed algorithm is given in Fig. 3. As can be 202 

seen, at the first level of the optimization problem, a PB-SCUC problem is solved in the IMG, in 203 

which the scheduling of its units are determined. Furthermore, its optimal bids for participating in 204 

the day-ahead power market with the aim of transacting with its upper grid are specified, which 205 

are the outputs of this layer. Afterward, the optimal bids of IMG are entered as inputs in the 206 

second level of optimization, where a SCUC problem is solved in the upper grid and the receiving 207 

IMG bids (inputs of the second level) are considered. Once the second level of optimization has 208 



been finished, the accepted bids of IMG are then announced to the IMGO. Follows, the accepted 209 

bids of IMG are entered as inputs to the third level of optimization, where a redispatch is taken 210 

place in IMG. In the third level of optimization, IMGO must settle its units on the basis of its 211 

accepted bids in order to maintain the balance between generation and consumption. Section 3 212 

delves into more details on this proposed framework. 213 

PB-SCUC in IMG

SCUC in Upper Grid

Rescheduling of IMG Units

1

2

3

Optimization of IMG

Optimization of Upper Grid

Optimization of IMG

Optimal Bids of IMG in 
the Day-Ahead Market

 Accepted Bids of IMG

 214 

Fig. 3. Schematic of the Proposed Tri-level Framework 215 

 216 

4. Mathematical Formulation 217 

In what follows, the mathematical formulations for the proposed model are presented in the 218 

sequence of optimization levels.  219 

 220 



A. First Level 221 

The main goal of this paper is optimizing the IMG by settling its units and transacting with its 222 

upper network. At the first level of the optimization process, the IMG tries to optimize its 223 

operational procedure and submits its bids to the upper grid. As stated, a PB-SCUC problem is 224 

solved in this level. The objective function and the corresponded constraints are given as follow: 225 

Objective function of the first level: 226 

The objective function is given at (1), where kC(IMG) shows the cost of transaction of IMG 227 

with its upper grid (2), i,ksC(CHP) illustrates the cost of using CHP unit i  (3) and (4),228 

ksC ( Boiler ) presents the cost of using auxiliary boilers (5), and ksC(ESS) , and ksC (TSS)  stand 229 

for degradation cost of utilizing ESS (6) and TSS (7). It is assumed that no cost is considered for 230 

using wind and PV units. 231 
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Subject to: 239 

The technical constraints of CHP units, auxiliary boilers, ESS, TSS, wind and PV units are all 240 

considered. Moreover, as the configuration of the IMG is contemplated, the electrical and thermal 241 

constraints of IMG network must be taken into account as well. Notably, several types of CHP 242 

units are considered, including Gas Turbine (GT), Natural Gas engine (NG), Micro Turbine (MT), 243 

and Steam Turbine (ST), where their constraints are all given as follow.  244 

 GT, NG, and MT units: 245 
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 Axillary boilers: 257 

 b b ,t,ks bH H H                                                                                                                           (16) 258 

 ESS and TSS units: 259 
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 Wind and PV units 264 

The output power of wind generator, at time t  and scenario s , can be written as: 265 
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                                                   (21) 266 

Where, wind
rP is nominal power of wind turbines and t ,ksv , wind

civ , wind
rv ,and wind

cov  are the 267 

actual speed of wind, cut-in speed of wind, nominal speed of wind, and cut-out speed of wind, 268 

respectively. 269 

The available output power of PV unit at time t  and scenario s , according to sunlight direction 270 

and ambient temperature can be achieved as:  271 

   PV PV
t ,s t ,s

a
t

PV mbP S Ф 1 - 0.005 T - 25                                                                                    272 

(22) 273 

Where, PVη  is the efficiency of solar panel conversion, PVS is the area of solar panel, b
t
amT  is the 274 

ambient temperature, and t ,sФ  is the energy of solar radiation. 275 

 Power Flow Constraints 276 
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Max
nm,t,ks nmFlow Flow                                                                                                                   (25) 279 

 Thermal Demand Constraints 280 

CHP units, auxiliary boilers, and TSS can participate in supplying thermal loads. However, 281 

only the ones can supply thermal loads, where are in the vicinity of each other. The generated heat 282 

in each thermal group is presented in (26).  283 
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B. Second Level  285 

  At the second level of optimization, the UGO receives the bids of IMG. In this level, the 286 

operator’s goal is to optimize its operation, while transacting with its lower IMG. In this level, a 287 

SCUC problem is executed by UGO in order to minimize total expected cost and maintain the 288 

security of the network. Therefore, the objective function and its concerning constraints are as 289 

follows: 290 

Objective function of the upper grid: 291 
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The upper grid consists of Conventional Units (CU), their incorporation cost in (27) consists of 293 

a quadratic function and start/shutdown costs (analogous to (4) and (14)-(15) [24], [42] ), which 294 

the piece-wise linear form of their quadratic function is implemented [18]. Here, the term 295 

kC (IMG) , stands for the revenue/cost of selling/buying power to/from IMG, where the equation 296 

(28) shows the quadric form of it. kC (IMG) is positive when the UGO buys power from IMG 297 

through the day-ahead market and it is negative when the UGO sells power to the IMG via the 298 

day-ahead market. The positive/negative of kC (IMG) depends on the cost coefficients of (28). 299 

Notably, the linearization techniques are used for linearizing equation (28). Worth mentioning 300 

that, the variable mg ,tkP in (28) is the amount of power that can be sold/bought in the day-ahead 301 

market by the UGO. If the UGO sells power to the IMG through the market, the variable mg ,tkP302 

would be a negative variable in (30), and also the term kC (IMG) would be negative, which shows 303 

the revenue of UGO by transacting in the market. On the contrast, mg ,tkP  would be a positive 304 

variable if the UGO buys power from IMG through the day-ahead market and also kC (IMG)  305 

would be positive, which shows the cost of buying power.  306 
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Similar to (24) and (25), the power flow constraints are considered in this level. As CU units 311 

are implemented in the upper grid network, the technical constraints of them are taken into 312 

account. Hence, ramp up/down, minimum up/down time, and start up and shut down constraints 313 

are well contemplated similar to constraints (9)-(13).  314 

C. Third level 315 

By realizing the values of accepted bids, IMG must settle its units. Therefore, a redispatch 316 

must be run in the IMG. The problem formulation of this level is given as follow:  317 

Objective function of IMG: 318 
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According to (31), in this level, IMGO tries to utilize the most optimal units. The term 320 

Rescheduling kC (IMG) is a parameter and is given in (32). MG -acc
n,t,kP_buy  and MG -acc

n,t,kP_sell are 321 

parameters, and they stand for the accepted values of IMG bids for buying and selling, 322 

respectively. The term Rescheduling kC (IMG) is constant, and it merely added to illustrate the final 323 

cost of IMG operation.  324 
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Subject to: 326 



Equations (8)-(22) are all considered in this level. In addition, the power balance constraint is 327 

altered and is given in (33). Further, equations (24) and (25) are taken into account. In addition, 328 

any changes in CHP outputs leads to alteration in supplying thermal loads. As a result, the 329 

equation (26) is considered with the new outputs of units in this level again. Because, any change 330 

in IMG bids may cause alternation in CHP outputs (33) and it directly affects the generated heat 331 

by CHP units. Consequently, the thermal balance must be considered again to guarantee that the 332 

thermal demand is supplied.   333 
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3. Solution Algorithm  335 

The outputs of wind and PV units are dependent on wind velocity and solar irradiance, which 336 

both have stochastic natures. On the other hand, because of the existing situation of the day-ahead 337 

market, it has stochastic behavior as well. Therefore, probability distribution function is utilized 338 

for considering the stochastic nature of aforementioned parameters.  339 

  For considering the stochastic behaviour of parameters, uncertainty simulation should be 340 

done that composes of two sections, including scenario generation and scenario reduction. Latin 341 

Hypercube Sampling (LHS) method is used for generating scenarios, and it is a technique for full 342 

covering the variations range of a random variable and it is more precisely in comparison with 343 

Monte Carlo random sampling [40]. Therefore, the LHS technique is exploited for generating 344 

scenarios for the output of wind, PV, and market prices. A huge number of scenarios is required 345 

for a precise discretionary estimate of the continuous random process. However, this may cause 346 



run-time increment of the problem and also occurring infeasibility in some cases. As a result, 347 

efficacious approaches are required to decrease the initial number of scenarios in such that the 348 

remaining scenarios have the best estimate of the initial set and contain the data of the initial 349 

scenario set. For reducing the scenarios, Kantorovich distance method is utilized. The concept of 350 

scenario reduction is on the basis of selecting a reference scenario, compare the selected one with 351 

other scenarios and eliminate the nearest scenario. As a result, the Kantorovich distance is utilized 352 

for finding the minimum distance between the initial scenario and the reduced one.   Afterward, 353 

the scenario with the minimum Kantorovich distance would be deleted. Notably, the probability 354 

of the deleted scenario must be added to the reference scenario. Finally, the final scenarios with 355 

their probability would be achieved. More details on the Kantorovich distance method is available 356 

at [43]. 357 
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Fig. 4. Solution Algorithm of First Level of Optimization 359 

By realizing the scenarios, the optimization process of IMG is started. According to Section 360 

2.4.A, a PB-SCUC problem should be solved. As a result, the objective function of the first level 361 

and its corresponded constraints would be considered. Consequently, the optimal scheduling of 362 

units and optimal biddings of IMGO in the power market are realized. Fig. 4 depicts the solution 363 

algorithm of the first level.  364 



As stated, distinct scenarios are taken into account for the day-ahead market price. So, the 365 

IMGO determines different bids on the basis of different market price scenarios at each hour for 366 

transacting with its upper grid. As a novelty, the determined bids of IMG at each hour are 367 

estimated as a quadric function. Then, these quadric functions are linearized by piece-wised 368 

method. For clearing the problem, the process is discussed as follows: 369 

 Once the values of IMG biddings in the power market have been determined for each 370 

scenario, and at each hour, they then should transfer to the second level in order to be analysed by 371 

the upper grid operator. Indeed, IMGO submits price-quantity pairs of bids in order to buy/sell 372 

power from/to the market. These pairs are depicted in orange circles in Fig. 5, where the circles 373 

on the vertical axis represent market price scenarios at each hour and the horizontal axis shows 374 

the IMG biddings in the day-ahead market at each hour and for each relevant market price 375 

scenario. They are discrete values; however, in the proposed framework, the discrete values are 376 

transferred into the MATLAB environment by linking GAMS and MATLAB. Afterward, by 377 

exploiting the MATLAB Curve Fitting Tool Box (CFTool)[41], they would be estimated as a 378 

quadric function at each hour. In other words, the IMGO would present a quadric function at each 379 

hour to the market. Fig. 6 shows the process of generating IMG biddings at each hour as a quadric 380 

function. As it is obvious in Fig. 6, at each hour, the bidding values and the day-ahead market 381 

price values for all scenarios are considered and by relying on the powerful features of CFTOOL, 382 

the quadric functions of IMG for participating in the day-ahead market would be achieved for 383 

each separate hour. Finally, it is expected to have quadric functions for each hour analogous to 384 

blue curves in Fig. 5. 385 

As it demonstrates, the IMGO can bid for either buying or selling at each hour. Notably, the 386 

IMG cannot bid for buying and selling, simultaneously. According to Fig. 5, the bids for selling 387 



power to the market would be increased by rising in the market price. Nonetheless, the bids for 388 

buying power from the market would be decreased by increasing in the market price. 389 

After being discerned the bidding curves of IMG, they are then transferred into the second 390 

level of optimization, where a SCUC problem is executed and the upper grid operator analyses the 391 

received bids from technical and economic points of view.  As the quadric function makes the 392 

problem non-linear, the piecewise linearization method [18] is utilized for linearizing the 393 

problem. Hence, the linearized form of (28) is used in the second level of optimization. In the 394 

second level of optimization, the goal of operator is optimizing the operation of the grid by using 395 

its local units and transacting with its lower IMG. Once the optimization of the second level has 396 

been done, the scheduling of the upper grid and the accepted values of receiving bids of IMG are 397 

then determined.  398 

 Now, the IMGO must reschedule its units. In other words, as some of IMG bids are not 399 

accepted by the UGO, IMGO must maintain the balance between generation and consumption by 400 

making some changes to its local units. This rescheduling problem is done at the third level of the 401 

optimization process. Fig. 7 illustrates the optimization procedure, from the first level to the third 402 

one. 403 

The solution algorithm of the problem is delineated in Fig. 8, where represents each level along 404 

with its corresponding objective function and constraints. In a nutshell, 1- “Scenario Generation 405 

and Reduction” block demonstrates the steps of achieving scenarios regarding wind, PV, and 406 

market prices. 2- “First Level of Optimization” block shows the PB-SCUC problem objective 407 

function and its constraints, which are regarding IMG. 3-“GAMS & MATLAB Interface” block 408 

illustrates transferring of IMG bids from the first level of optimization to the second level of 409 

optimization in the form of quadric functions via GAMS and MATLAB CFTOOL. 4-“Second 410 



Level of Optimization” block presents the SCUC problem objective function and its constraints 411 

concerning upper grid. And finally, 5- “Third Level of Optimization” block represents the 412 

rescheduling of IMG units with its objective function and its relevant constraints.   413 
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Fig. 5. The Expected Curves Concerning IMG Biddings at Each Hour 415 
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Fig. 6. Flowchart of Generating Biddings of IMG at Each Hour as a Quadric Function 418 
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4. Numerical Results and Discussion 423 

1. Case Study 424 

In order to show the advantages of the proposed model, a modified 18-bus IEEE test system 425 

[17] is considered, which consists of 12 factories, including 12 CHP units and 9 auxiliary boilers. 426 

Further, three ESSs, two TSSs, four wind units, and three PV units are added to the system. 427 

Noted, as the novelty of the current paper centers at bidding process of IMG in the market and its 428 

results on optimal operation of IMG, and in addition for simplicity, mechanical features of the 429 

turbines and generators such as steam quality and temperatures are ignored.  Fig. 9 shows the 430 

modified 18-bus IEEE test system. Worth mentioning that, all factories can participate in 431 

supplying electrical demand. However, only the factories in the vicinity of the same thermal 432 

group can participate in supplying the thermal demand. In fact, factories 5, 10, and 12 have no 433 

thermal demand, and they merely generate electrical power.  More details on technical features of 434 

units, ESSs, and TSSs are given in [14]. Additionally, 30-bus IEEE test case is utilized for the 435 

upper grid network[44].  Furthermore, it should be mentioned that, the only market that is 436 

considered in this paper is a day-ahead active power market.  Fig. 10 shows its price and it is 437 

taken from reference [25]. In addition, the electrical and thermal loads of IMG are given in Fig. 438 

11. In order to simulate the problem, GAMS software [45], which is one of the most powerful 439 

optimization software is utilized. As the problem is a stochastic mix-integer linear 440 

programming(SMILP), the CPLEX 11.2.0 linear solver from ILOG solver [46] is exploited for 441 

solving the problem.  442 

 443 

 444 

 445 



2. Results Analysis 446 

First and foremost, it should be noted that, this work is the developed model of our previous 447 

works ([14, 18-20]) and our initial results at the first level of optimization are verified on their 448 

basis.  In what follows, the results of this current work are discussed.  449 

As stated in Section 3, the outputs of the first level are in line with IMG. In this level, the 450 

scheduling of units in addition to its bids in the day-ahead market would be realized. The total 451 

output of CHP units is given in Fig. 12. Additionally, their values are illustrated in Table 2. As 452 

can be seen, CHP units average generation is approximately 8819 kW during 24-hour scheduling 453 

horizon. The outputs of auxiliary boilers are depicted in Fig. 13. It can be seen that auxiliary 454 

boilers generate heat in peak thermal hours, that is to say, the hours 9-19. Indeed, the IMGO 455 

prefers to utilize the cheaper units than the expensive ones and as CHP units are cheaper than 456 

boilers, the IMGO operator prefers CHP units. Hence, it is logical to turn on boilers merely in 457 

hours, in which the thermal demands are high, and CHP units cannot satisfy them alone.  458 

Fig. 14 presents the behaviour of two considered TSSs for one selected scenario. It can be seen 459 

that in the hours 1-7 that the thermal demand is low, the TSSs absorb heat. In fact, the TSSs are 460 

empty in initial hours, and they must be charged before using. The CHP units are supplying 461 

electrical and thermal demands in hours 1-7, and indeed their surplus heat can be absorbed by 462 

TSSs. On the contrary, during the hours 9-19 that the thermal demand is high, the TSSs generate 463 

heat. Notably, TSSs are the cheapest heat providers as their operation costs are merely restricted 464 

to their degradation costs. Hence, it is logical to apply TSSs for supplying a fraction of thermal 465 

demand, when they are charged instead of increasing the outputs of boilers or CHP units.  466 
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Fig. 9. Single-line Diagram of the Modified 18-bus IEEE Test System 468 

 469 

 470 

Fig. 10. Day-Ahead Market Price [6] 471 

 472 



 473 

Fig. 11. Electrical and Thermal Load Profile 474 

 475 

Similar to TSSs, ESSs operational costs are limited to their degradation costs, and this is a logical 476 

reason for IMGO to exploit ESSs to the full as they are cheaper than CHP units. An interesting 477 

behaviour of ESSs is depicted in Fig. 15.  Notwithstanding the peak electrical load periods during 478 

hours 9-19, ESSs are charged. For discussing the reason for this behaviour, some points must be 479 

contemplated. Firstly, ESSs are charged by various units such as CHP units, wind and PV units. 480 

Further, thermal loads are at their peak periods during hours 9-19, and according to the previous 481 

discussion, it is economical to utilize CHP and TSS units for supplying thermal loads instead of 482 

using boilers. Hence, during hours 9-19, when thermal loads reach their peak, CHP units and 483 

TSSs are deployed by IMGO to provide heat. However, TSSs generate heat to their maximum 484 

allowable limit during this period, and they cannot generate more heat. In this way, it would be 485 

efficient to increase the output of CHP units for supplying thermal loads, which leads to a rise in 486 

the electrical and thermal generation of CHP units.  Consequently, some fraction of generated 487 

electrical power by CHP units are utilized for supplying electrical loads and the surplus 488 

production of them must be employed for selling in the day-ahead power market and/or charging 489 



ESSs. In this context,  the submitted bids of IMG in the day-ahead power market is delineated in 490 

Fig. 16 and it is obvious that IMG submits its selling bids with the maximum allowable limit in 491 

the day-ahead market during hours 9-19. As the IMG bidding in the day-ahead market is restricted 492 

because of the line capacity, the remaining generated electrical power of CHP units would be 493 

stored in ESSs. On the other hand, during hours 20-24, which the market price has undergone a 494 

small increase and also the thermal demand has been decreased, ESSs are started to discharge in 495 

order to supply a fraction of the electrical load. 496 

 497 

Fig. 12. Output Power of CHP Units in 24-hour 498 

 499 

Fig. 13. Generated Heat of Auxiliary Boilers 500 



Another significant feature of IMG is its biddings in the day-ahead market. It should be noted 501 

that the market price plays a prominent role in the tendency of IMG to participate in the day-502 

ahead market. In fact, in order to earn revenue by selling power in the day-ahead power market or 503 

reduce operational costs by purchasing power from day-ahead power market, IMGO must 504 

consider the day-ahead market price. In other words, the IMGO’s decision for transaction in the 505 

power market is dependent on the market price. The IMG biddings for one selected scenario are 506 

presented in Fig. 16.  According to Fig. 10, the market price is low in the initial hours and because 507 

of that, the IMGO tends to buy power from the market to supply a fraction of its electrical 508 

demands instead of supplying them by its local units. Afterward, the market price increases 509 

steadily, which leads to reduction in the IMG bids for buying power from the market and this 510 

depletion in buying bids is continued to the point where the market price has changed so much 511 

that the IMGO prefers to submit selling bids in the day-ahead market (hours 9-19), and this selling 512 

process continues to the point that the market price falls again and as a result, the tendency for 513 

selling power reduces until the IMGO prefers to buy power from the market (hours 20-24). 514 

 515 

Fig. 14. Generate or Absorb Heat by TSSs 516 
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 517 

Fig. 15. Charge or Discharge of ESSs 518 

 519 

 520 

Fig. 16. IMG Biddings in the Day-Ahead Market 521 

As discussed in Section 2.B and Section 3, the IMG bids in the day-ahead market are 522 

scrutinized by the UGO. Indeed, UGO wants to optimize its operation, and because of that, 523 

various sources such as its local units and its transaction with the day-ahead market must be 524 

analysed, and finally, the accepted bids of IMG would be realized. Fig. 17 illustrates the bids and 525 

accepted bids of IMG for one selected scenario. Overall, around 77% of the IMG bids in the day-526 

ahead market is accepted. Notably, the presence of IMG has positive effects on the optimal 527 

operation of the upper grid. In this context, two distinct cases are considered for showing the 528 



virtues of the transaction with the IMG from the upper grid perspective. Case1 is the condition in 529 

which upper grid does not have any transaction with the IMG, and on the contrary, the transaction 530 

of upper gird with IMG is considered as Case2.  Fig. 18 presents a comparison of the total 531 

expected cost of the upper grid operation for two considered cases. As can be seen, the total 532 

expected cost of the upper grid goes down from 115754 $ to 115291 $ that represents around 533 

0.4% reduction in the operational costs of upper grid, which is reasonable by considering the scale 534 

of the IMG and the upper grid. 535 

 536 

Fig. 17. Accepted Bids of IMG 537 

 538 

Fig. 18. Total Expected Cost of Upper Grid for Considered Cases 539 



After the realization of the accepted bids, IMGO must reschedule its units. For showing this 540 

process, Fig. 19 presents the generated power in CHP units for first scheduling and rescheduling 541 

steps, namely the first and third levels, respectively. Additionally, Table 2 represents the output 542 

power of CHP units for 24-hour concerning the scheduling and rescheduling levels. As can be 543 

seen, CHP units’ outputs remain the status quo at hours 2-4, 8-13, and 21-23. However, they rise 544 

at hours 1, 5, 6, 14, 15, and 24 and also decreases in hours 7 and 16-20. By way of illustration, 545 

outputs of CHP units rises by about 333 kW at the first hour. However, they go down by around 546 

185 kW at hour 7.  Fig. 20 illustrates the reduction or increase in CHP units’ outputs in 547 

comparison with their first-level schedule.  Similarly, the diminution or rise in boilers output in 548 

comparison with their first-level schedule is depicted in Fig. 21.  Furthermore, for a better 549 

showing of falling and increasing trends in boilers’ outputs, Fig. 22 represents this trend for some 550 

selected boilers, which their outputs altered more than others. Take the fourth boiler as an 551 

example; its output decreases 144 kW and 312 kW at hours 15 and 16, respectively. Nevertheless, 552 

it increases in order by about 223 kW and 286 kW at hours 17 and 19.  By considering everything 553 

into account, it is obvious that in some hours the first-scheduled units increase or decrease their 554 

output powers. However, the justification of this process depends on the many existing stochastic 555 

variables and it is beyond the scope of this paper as the behaviour of many variables should be 556 

analysed.    557 

 558 

 559 

 560 

 561 



Table 2 562 

 Output Power of CHP Units During 24-hour 563 

Time 

(hour) 

Total CHP Outputs (kW) Time 

(hour) 

Total CHP Outputs (kW) 

Scheduling Rescheduling Scheduling Rescheduling 

1 9163.11 9496.44 13 7551.29 7551.29 

2 9533.05 9533.05 14 8198.38 8348.38 

3 9478.96 9478.96 15 8867.38 8987.38 

4 8216.90 8216.90 16 8599.99 8419.99 

5 9140.26 10140.26 17 8775.20 8625.20 

6 9024.63 10024.63 18 8830.45 8624.20 

7 8185.08 8000.00 19 9470.98 9112.50 

8 8387.77 8387.77 20 9604.43 9593.62 

9 7466.10 7466.10 21 10760.82 10760.82 

10 6680.94 6680.94 22 10330.05 10330.05 

11 6092.90 6092.90 23 12183.00 12183.00 

12 6731.14 6731.14 24 10381.40 11381.40 

 564 
Fig. 19. Comparison of Rescheduling with First Scheduling of CHP Units 565 



 566 

Fig. 20. Reduction or Increase in CHP Units’ Outputs after Realization of Accepted Bids 567 

 568 

Fig. 21. Reduction or Increase in Boilers’ Outputs after Realization of Accepted Bids 569 

 570 

Fig. 22. Falling and Increasing Trends of Boilers’ Outputs after Realization of Accepted Bids 571 



In order to show the advantages of using renewable energy units, ESSs, TSSs, and presenting 572 

the merits of transaction in the power market, five distinct cases are considered. The first case is 573 

the normal condition, and it is assumed that all the IMG bids in the power market are accepted. In 574 

the second case, it is assumed that there is no renewable energy in the IMG. The third case is 575 

without ESSs and TSSs. In the fourth case, the IMG is in the island mode, in other words, there is 576 

no connection between IMG and its upper grid. Finally, the fifth case is the real and final case, 577 

which the accepted bids of IMG in the power market are realized and IMG must schedule its units 578 

based on the accepted bids. In other words, the fifth case is regarding the redispatch (third level) 579 

in the IMG. Total expected costs of mentioned cases are delineated in Table 3. According to it, in 580 

the absence of renewable units, the operational cost of IMG rises by 56.35% in comparison with 581 

the first case, and it is logical as the operational costs of renewable units are assumed to be zero. 582 

Therefore, the absence of them leads to an increase in the operational cost. Additionally, the 583 

operational cost of IMG grows from 18670$ to 26911$, when the storage units are ignored. In the 584 

fourth case, which the IMG is in the island mode, the operational cost of IMG jumps from 18670$ 585 

to 32118 $ and it is reasonable as the IMGO must supply its electrical and thermal loads by its 586 

local units. At last, the fifth case is the case of interest in this paper, and as it shows, the IMG has 587 

undergone 7.14% increase in its operational costs in comparison with the first case. This rise in 588 

the costs of the fifth case in comparison with the first one is because of the rescheduling and 589 

increasing the output of some IMG local units. For clarification the cost comparison of mentioned 590 

cases, the total expected cost of IMG for five considered cases are depicted in Fig. 23. According 591 

to it, the worst case is the fifth one and the best goes to Case1.  592 

Hence, considering the full acceptance of all the IMG bids may lead to some mistakes in the 593 

calculation of IMG operational costs in addition to some problems in the scheduling of the units. 594 



Based on the proposed model in this paper, the transaction of IMG in the power market is taken 595 

into account, while the upper grid technical and economic constraints are contemplated.  596 

Table 3 597 

 Total Expected Costs of Different Cases 598 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Total Expected Cost ($) 18670 29191 26911 32118 20003 

 599 

 600 

Fig. 23. Cost Comparison of Different Considered Cases 601 

5. Conclusion 602 

In this paper, a new framework for the optimal operation of IMG is presented, which consists 603 

of three levels. In the proposed model, an IMG is considered that comprises of CHP units, 604 

auxiliary boilers, wind units, PV units, ESSs and TSSs. The stochastic behaviour of wind and PV 605 

units is well considered by the LHS method. In the first level, the optimization of IMG is the main 606 

goal that is achieved by running a PB-SCUC problem by IMGO. The transaction of IMG with its 607 

upper grid is well considered by bidding in the day-ahead power market. Indeed, the IMGO can 608 



bid for buying or selling power in the day-ahead market. Meanwhile, the stochastic behaviour of 609 

day-ahead market price is taken into account. By determining the bids of IMG in the power 610 

market for each scenario and at each hour, a method is introduced for estimating the tendency of 611 

IMGO to participate in the day-ahead market. In fact, the biddings of IMG at each hour are 612 

estimated as a quadric function, and these quadric functions will be transferred to the next level. 613 

In the second level, the upper grid operator must optimize its grid by executing a SCUC problem. 614 

Therefore, there is a challenge ahead of the upper grid operator for supplying its loads by local 615 

units or by buying from the IMG through the day-ahead market and also get benefits by selling 616 

power to the IMG through the day-ahead market. At the second level, the accepted bids of IMG 617 

would be determined. Next, by realization of the accepted bids, the IMGO must settle its local 618 

units. Indeed, a rescheduling problem would be solved at the third level. At last, the simulation 619 

results are presented, and the behaviour of different components of IMG is discussed. 620 

Furthermore, the IMG bidding in the day-ahead market is scrutinized. In addition, it shows that 621 

the transaction of IMG with the upper grid is not only economic for IMG but also for the upper 622 

grid. At the end, different cases are taken into account for showing the advantages of using 623 

renewable energy units, storage units, and transaction in the power market.  It is noteworthy that, 624 

the presence of Plug-in Electric Vehicles (PEVs) is neglected in the current work. Besides, only 625 

day-ahead active power market is considered, while the model can be developed to capture real-626 

time active power market as well. Moreover, it is assumed that only one microgrid is connected to 627 

the upper grid, while there may exist more than one. It is worth mentioning that, as future work, 628 

authors are working on the concept of multiple MGs, where in addition to CHP, boilers, wind, and 629 

PV units, the presence of PEVs are analyzed, and the MGs can participate in the day-ahead and 630 

real-time power markets. 631 
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