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Abstract 10 
 11 
 Crete Island is rich in renewable energy resources such as wind and solar. Likewise other European territories, 12 
renewable sources already are being explored for power production. Currently a large amount of wind energy on 13 
Crete is curtailed during certain daily periods as a result of reduced demand and minimum operating levels on 14 
thermal generators. Reducing wind power curtailment magnitude requires additional sources of flexibility in the grid, 15 
and electric energy storage is one of them. This paper address wind generation curtailment minimization through the 16 
storage of wind energy surplus. Sodium Sulfur (NaS) battery modelling is used in this study in order to shift wind 17 
generation from off-peak to on-peak through a technical-economic analysis, considering the total annualized cost of 18 
the storage system and the wind power curtailment based on an annual basis. The obtained results are based on real 19 
data, which includes Crete Island demand, renewable and conventional power generation. 20 
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 24 
1. Introduction 25 
 26 

Wind curtailment is not anymore an isolated event or with low probability of occurrence in power 27 

systems. Progressive integration of large renewable capacity in the grid management has become a 28 

serious matter to be taken into consideration. Modern grid codes give direct priority dispatch for 29 

renewable generation. However, to maintain the power grid operation secure and dependable, security 30 

based limits are locally imposed by grid operators. As a result, renewable generators are obliged to cut 31 

some of their outputs to fulfil security limit’s rules. By definition, wind curtailment is a deliberate 32 

decrease in wind power output ordered by the system operator to avoid the risk of instability on the grid 33 

from non-synchronous generation as well as other motives such as managing grid stability and reserve 34 

requirements [1] [2] [3]. As wind and solar penetration is growing, curtailment rates are expected to 35 

increase. 36 

 37 
* Corresponding author at: University of Beira Interior, R. Fonte do Lameiro, 38 

6201-001 Covilha, Portugal. Tel.: +351 275 329914; fax: +351 275 329972. 39 
E-mail address: catalao@ubi.pt (J.P.S. Catalão). 40 

Modelling and Sizing of NaS Battery Energy Storage System for 
Extending Wind Power Performance in Crete Island  

mailto:catalao@ubi.pt


 2

The dispatch down from wind farms is an observed global phenomenon in several regions where wind 1 

power integration is fast and significant. In Spain, for example, approximately 315200 MWh of wind 2 

energy were curtailed in 2010 [4]. Similarly, in the USA Texas state, vigorous curtailment actions have 3 

been taken by the grid operator, wasting 17.1% of possible wind generation on an annual basis from 2007 4 

to 2012 [5]. Transmission constraints in Chinese power grid has also led to significant dispatch down 5 

actions and incurring in generation losses.  6 

On the other hand, only few exceptions have been reported without employing curtailment 7 

measurements. For example in Denmark in 2012 there was a record of 30.1% of renewable electricity 8 

consumption with an insignificant wind generation losses due to electric power transit agreements with 9 

neighbouring countries. Whenever wind production exceeds consumption the surplus is sent to hydro 10 

based systems in Norway and Sweden. In other countries like Portugal wind curtailment is not authorized 11 

due to legislation restriction, except when originated from technical problems.  12 

Dispatch down events penalizes wind farm owners by causing profit losses. Moreover, these practices 13 

are in counter-cycle with the global world trend of reducing greenhouse gas emissions.   14 

Efforts to mitigate curtailment procedures involve integrating supplementary sources of flexibility in 15 

the grid. Those can be divided into three categories: 1) network reinforcement, 2) improved utilization of 16 

the existing network infrastructure, and 3) coordination between wind generation and electric energy 17 

storage resources [6].  18 

Storage represents a reservoir of energy for periods of low or even absent wind generation by capturing 19 

excess energy when a surplus is available. Coupling wind generation and storage is now being seen as 20 

credible to improve combined performance in the medium term. Storage systems coupled to wind 21 

turbines can cover different functionalities. One way of solving wind output fluctuations relies on adding 22 

storage based on battery devices for smoothing power output [7], instead of using fast-acting dispatchable 23 

sources such as hydro generators or natural gas turbines that can raise costs of more wind integration [8]. 24 

Storage systems can have other functions such as providing frequency response capability from wind 25 

farms among others. Battery storage schemes may also provide more than one purpose such as smoothing 26 

output combined with power balance support [9].  27 
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Provision for other ancillary services traditionally handled by conventional generation such as load 1 

following, reserve capacity or voltage support has been reported feasible and effective by using different 2 

battery technologies [10] [11]. 3 

However, many technical, economic and operational challenges have to be solved before storage 4 

devices installation takes place at large-scale. For example, determining cycle-to-cycle round-trip 5 

efficiency is critical for battery health and life span estimations, which when poorly understood lead to 6 

over-optimistic calculation of storage operational costs [12]. Other forms of energy storage are in 7 

advanced stage of development and involving pilot-projects or already in real-world usage namely 8 

flywheels and supercapacitors for grid power quality control and compressed air plants along pumped-9 

storage hydroelectricity for long-term storage applications. 10 

Crete Island is a singular case for wind curtailment studies. The average annual wind power 11 

penetration is already high and imposing serious challenges to the grid operator. Installed wind power 12 

production has been under-explored in order to accomplish safe system operation levels in terms of 13 

reserve margins, voltage profiles and dynamic stability. Therefore, wind curtailment events are significant 14 

and recurrent.  15 

One way to store energy is with NaS batteries, which use molten sodium and sulfur as electroactive 16 

materials. The NaS battery is able of both high energy and high power operation, being limited mostly by 17 

thermal dissipation [13]. 18 

In [14], an analysis and investigation of operating methods and costs of an independent microgrid is 19 

proposed by incorporating a NaS battery and an energy storage system using organic hydrides.  20 

A proposal of a stochastic model predictive control scheme for wind farm dispatching employing 21 

probabilistic wind power forecasts with NaS battery energy storage is made in [15], and all this with the 22 

use of real data that were obtained in the real operation of a wind farm. The ability of the Energy Storage 23 

Systems (ESS) to increase the amount of wind energy accepted onto a network is assessed in [16] over a 24 

range of roundtrip storage efficiencies and an analysis is then conducted to determine the cost of energy 25 

produced through the hydrogen-based and NaS ESS for a number of scenarios. In [17] field results are 26 

presented and, like in [13], the ability of the NaS battery to limit the ramp-rate of the wind farm output is 27 

evaluated and the capability and the value of the NaS battery in shifting wind-generated energy from off-28 

peak hours to on-peak hours are assessed.  29 
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A joint and disjoint operation of wind power plant (WPP) and NaS plant with reference to expected 1 

profit maximization and WPP forecasting error compensation by NaS Plant is proposed in [18].  2 

In [19], a study that critically examines the existing literature in the analysis of life cycle costs of utility-3 

scale electricity storage systems is carried out, including NaS, providing an updated database for the cost 4 

elements. In [20], the performance of the NaS storage is statistically evaluated in a stochastic framework 5 

where day-ahead forecast errors are modeled with an autoregressive model. The aim of [21] is to present 6 

the current situation of the energy storage and also to propose applications of a specific NaS battery for 7 

wind farms in Hungary. In [22], an energy storage system sizing study for a high-altitude wind energy 8 

system based on several batteries including NaS is presented. 9 

This paper presents comprehensive numerical results and analysis quantifying the ability of NaS 10 

battery energy storage to reduce global wind power curtailment levels in Crete’s grid. The application of 11 

NaS is proposed to shift the wind generation from off-peak to on-peak. A technical-economic analysis is 12 

performed in order to get optimal ratio of storage as a global figure for the Crete system. In this regard, 13 

the sizing of NaS energy storage resources considers the total annualized cost of the storage system and 14 

the wind power curtailed on an annual basis. Simulation results rely on Crete’s grid generation and on 15 

demand figures reported to year 2011. Field figures concerning conventional generation, load demand, 16 

wind power generation and curtailed wind power on an annual basis were obtained under the Singular 17 

Project [23]. The remainder of the paper is organized as follows: in Section 2, the real generation and 18 

energy consumption profile of Crete’s power grid is described; Section 3 provides NaS battery 19 

characterization and cell electrical modelling. Section 4 is dedicated to the battery storage control 20 

strategy. Section 5 present computational simulations and sizing results of battery energy storage system. 21 

Finally, Section 6 summarizes the findings of this work. 22 

 23 

2. Crete power system 24 
 25 

Among Greece’s islands Crete has the largest autonomous isolated power system. Most of electricity 26 

production still relies on burning fossil fuels. Before the current renewable trend, wind farms in Crete 27 

started being installed in the 80s, having now several installations across the island and with a total 28 

installed capacity of 170 MW. More recently, photovoltaic parks were introduced with a combined power 29 

output of 65 MW. Conventional generation infrastructure in Crete can be seen in [24]. 30 
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Conventional power stations range from steam turbines powered generation to combined-cycle gas-1 

fired production station. Diesel and gas turbines have a share over 60% which promotes considerable 2 

flexibility when it comes to respond to demand needs. This group of generators may operate within an 3 

extended range of power output set points. In fact, diesel machines are able to lower the output below to 4 

1/3 of its rated power, while gas turbines reveal a wider service range which in some cases are extremely 5 

low as 1/6 of nominal power specification. Wind generation resources are distributed over 26 farms. 6 

Despite increasing integration of photovoltaic energy its role in the present study is not relevant. The 7 

outcome from this resource is mostly generated on domestic house roofs which are a large number of 8 

installations often equipped with very low power rating inverters. Yet, low end inverters do not offer 9 

smart management capabilities for the domestic market. Therefore, since they act as isolated generators 10 

by injecting all the energy available in the PV panels the system operator can’t influence their operation. 11 

In this paper, load and wind power outputs as well as fossil fuel based electricity production are analysed, 12 

considering one year of hourly real data gathering along 2011. The collected information not only 13 

contains the sum of individual conventional generating units, but also each wind farm connected to the 14 

Crete grid.  15 

Fig. 1a depicts daily average load demand and it is almost constant during the first quarter of 2011. 16 

Close to May, power demand starts to increase and reaches its peak between July and August. This 17 

seasonal behaviour is easy explained since in summer months Crete Island receives a lot of tourists. Thus, 18 

energy needs boosts as high as one third in this period of the year. As expected, thermal power generation 19 

covers the majority of island power needs, the remaining being fulfilled by solar and wind power 20 

installations. While demand data demonstrate a continuous variation on its profile, a very erratic wind 21 

production profile makes clear that wind resource is highly intermittent in intensity and occurrence terms.  22 

Consequently, it is hard to match its production to satisfy power balance requirements which leads to 23 

periodic wind energy curtailment actions. Fig. 1b reveals that curtailment practice was used repeatedly in 24 

the course of the year. 25 

Next, a different perspective is presented by combining daily minimum and maximum variation with 26 

average value: on load demand (Fig. 2a) and on theoretical wind generation (Fig. 2b). 27 

"See Fig. 1 at the end of the manuscript". 28 

"See Fig. 2 at the end of the manuscript". 29 
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Load demand variation appears to be very constant over the entire year. However, the level of increase 1 

from minimum to maximum is considerable high. On a winter day we have a minimum consumption 2 

around 200MW and a maximum over 400MW. At summer in a peak day consumption oscillates between 3 

300MW and 550MW. Fig. 2b clearly shows that the wind generation profile is by nature erratic and 4 

moving from zero generation to a maximum output. Unlike noticed on the load demand figure wind 5 

power production has a highly variable generation range. This behaviour is even more intense for winter 6 

and autumn months whose minimum falls often to zero, while during the hottest months zero generation 7 

is less frequent. An improvement on minimum generation towards summer months can also be noticed. 8 

Previous figures have highlighted key aspects of load and wind generation potential in Crete Island. 9 

Despite their importance for the present study their contribution is not enough to evaluate battery based 10 

energy storage potential. A further analysis has to be made on how much energy is curtailed on known 11 

and fixed time frames of the year. Having this in mind, it was decided to compute power system energy 12 

transit by providing satisfactory resolution to identify trends on Crete system.  13 

Fig. 3 shows the energy delivered through conventional generation along with the amount of energy 14 

from solar and wind sources on a monthly basis. Included in each balance is also shown the theoretical 15 

wind production and the amount of wind curtailment as a percentage rate. 16 

The gross wind energy generation was 741.7GWh in which 176.4 GWh refer to wind power 17 

curtailment. The amount of dispatch‐down has represented for 2011 almost 24% of total available energy 18 

from wind resources of Crete’s power system and was mostly concentrated in coldest months.  19 

The level of curtailment in this period may be explained by two reasons: one can be immediately seen 20 

by observing the figure that load demand is lower than during summer and the second that there is 21 

evidence that minimum generation levels on conventional generation compared to the amount of demand 22 

may have triggered additional wind curtailment. As the summer approaches the dispatch-down of wind 23 

shows a clear tendency to be less energetic due to an apparent correlation with an increasing demand by 24 

this time of the year. A deeper characterization may be conducted by sampling two typical months, 25 

whereas one is at winter peak and the other coincides with the highest demand in summer. 26 

Fig. 4 shows wind curtailment profile during three different periods of the day, respectively for 27 

January and August months.  28 
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In January, wind revealed to be more active at night and exceeding several times by a factor of two the 1 

level of wind curtailment when compared to the rest of the day. This is a clear sign that during winter 2 

season the installed wind capacity is in excess when loads are low. Therefore, thermal units are pushed 3 

down against their minimum operating constraints. 4 

"See Fig. 3 at the end of the manuscript". 5 

"See Fig. 4 at the end of the manuscript". 6 

However, in August, wind curtailment profile shows an inverse tendency. Curtailment peaks are 7 

stronger during the day than during the night. This additional curtailment at peak hours has the potential 8 

to be easily recovered instead of wasted since it happens when load is high and as a consequence some of 9 

the flexible thermal generation may be turn down. 10 

 11 
3. Modelling of electric energy storage system 12 
 13 
3.1 NaS battery technology 14 
 15 

This battery type uses molten sodium for the anode and liquid sulfur for the cathode. The positive and 16 

negative terminals are separated by a beta-alumina solid electrolyte. Initially developed for electric 17 

vehicles by Ford Motor Company, its evolution has been shifted to address power grid applications. The 18 

technology became commercial in Japan and presently several real scale facilities are operating as 19 

demonstration units in countries like the United States.  20 

NaS battery systems show important features when compared to others chemical batteries. They offer a 21 

good balance between power capability and energy density ratio. In terms of power capability, they can 22 

provide single continuous discharge at power rating during all discharging period, or if necessary the 23 

battery energy can be released in a shorter discharge period. It has the ability to release five times its 24 

nominal power rating in very short times [25].  25 

In turn, NaS round-trip efficiency reaches 80% and self-discharge effect is less pronounced, which 26 

results in long time storing capability. In addition, its discharge capacity over a long-term cycling 27 

operation is significant. If operated at 100% depth of discharge, NaS battery can retain full battery 28 

capacity over 2500 cycles, while at 50% of full discharge the life cycle number rises up to 7000 [26]. 29 

Finally, this technology does not require consumption of especial materials since it uses low cost raw 30 

materials. To promote sodium ions movement through the electrolyte the battery must run at a sufficiently 31 

high temperature.  32 
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Otherwise, it is not possible to keep active electrode materials in a molten state. Therefore, a 1 

mandatory condition for ensuring good ionic conductivity is to keep the temperature at least at 300ºC to 2 

maintain both electrodes in liquid state. Usually the operating temperature should be within the range of 3 

290-390ºC [13].  4 

These batteries are being commercialized to target large electric energy storage. In effect, NaS storage 5 

commercial units provide several MW power loads and MWh order capacities. Due to their power 6 

ratings, they are tailored for utility scale applications, providing a broad range of services for grid 7 

performance improvement as well as to support renewable power generation [27]. 8 

3.2 NaS cell model 9 
 10 

A battery device relies on electrochemical reactions to store electric charges. When connected to an 11 

electric load it has the ability to release energy (discharge mode) or to receive it from an external source 12 

(charging mode). To analyze NaS battery cell an electric equivalent circuit is used. Although this 13 

approach has low complexity it provides good information about battery I-V characteristics modelling 14 

[28]. A generic model consists of an ideal DC electric source, representing an open circuit voltage in 15 

series with one or more resistances that model internal parasitic effects linked with electrolyte, plate and 16 

fluid resistance. Battery types as well as the parameters available for its description along with the 17 

accuracy level required determine the complexity of the adopted electric model. For example, a more 18 

detailed model may include different resistive paths for taking into account differences in the 19 

charging/discharge processes.  20 

Other types of modelling could be employed such as those supported on fundamental physical and 21 

electrochemical processes description instead of the electric circuit approach. Those alternatives require 22 

more computational resources. However, they can be very effective in identifying cell performance 23 

constraints during cell design optimization [29].  24 

Evaluating NaS battery storage system performance requires the characterization of the model’s 25 

electric parameters as a function of the battery charge state. Typically, all battery technologies show a 26 

strong relationship with the state of charge (SOC) level, which is the percentage of the battery’s rated 27 

capacity that is available at a given time. Equally, depth of discharge (DOD) ratio is also an equivalent 28 

way to quantify the electric charge available by withdrawing the minimum SOC from 100%. It implies 29 

that if SOC value is known then the battery electric state variables are also known.  30 
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Four parameters are used to model the electric battery operation: open circuit voltage (Voc), charging 1 

resistance (Rch), discharging resistance (Rd) and supplementary internal resistance (Rlc) due to the cycling 2 

activity of charging and discharging.  3 

In this paper, real data provided under the Singular project allowed us to gather up a set of physical 4 

data in order to model in electrical terms the main NaS cell parameters.   5 

Fig. 5 presents the characteristics of open circuit voltage Voc via battery DOD. Fig. 6 shows internal 6 

resistances Rch and Rdis relationship to battery DOD and room temperature, while Rlc variation as a 7 

function of charge-discharge cycle number (N) is shown in Fig. 7.  8 

"See Fig. 5 at the end of the manuscript". 9 

"See Fig. 6 at the end of the manuscript". 10 

"See Fig. 7 at the end of the manuscript". 11 

In Figs. 6 and 7, it can be seen that room temperature has a visible effect on the evolution of internal 12 

ohmic losses concerning the NaS cell charge/discharge process, especially in certain ranges of battery 13 

DOD. From conversion efficiency point of view (minimizing internal ohmic power losses), it seems 14 

adequate to operate NaS battery within a 20-70% range. However, this has necessary implications on size 15 

specification since some of the rating capacity will not be used in a real application.  16 

Voltage at battery output terminals ( ௕ܸ௔௧) depends on operation mode. For discharging state, it can be 17 

expressed as: 18 

௕ܸ௔௧ = ௢ܸ௖ −ܴௗ௜௦ܫ௕௔௧ −ܴ௟௖ܫ௕௔௧                                                          (1) 19 

and for charging mode as: 20 

௕ܸ௔௧ = ௢ܸ௖ +ܴ௖ܫ௕௔௧ + ܴ௟௖ܫ௕௔௧                                                            (2) 21 

where both Rdis and Rch depend on battery DOD and can be approximated by polynomial regression of 22 

degree 9 and 10, respectively: 23 

ܴௗ௜௦ = ܽ + ଶܦܱܦܾ + ଷܦܱܦܿ + ସܦܱܦ݀ + ହܦܱܦ݁ + ଺ܦܱܦ݂ + ଻ܦܱܦ݃ + ℎ଼ܦܱܦ +  ଽ (3)      24ܦܱܦ݅

     ܴ௖௛ = ܽ + ଶܦܱܦܾ + ଷܦܱܦܿ + ସܦܱܦ݀ + ହܦܱܦ݁ + ଺ܦܱܦ݂ + ଻ܦܱܦ݃ + ℎ଼ܦܱܦ + ଽܦܱܦ݅ +25 

 ଵ଴  (4) 26ܦܱܦ݆

Curve fit coefficients are shown in Tables 1 and 2. The ܴ௟௖  life-cycle resistance, which is updated as 27 

the battery cycle number increases, has the following expression and can be observed in Fig 8: 28 

ܴ௟௖ = 0,0108ܰ଴.ସ଼ସସ                                                                      (5) 29 
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while ௢ܸ௖ experimental data changing with DOD is expressed as: 1 

௢ܸ௖ = ൝
ܦܱܦ                                        , 2.076 ≤ 0.56             

2.076 − ܦܱܦ         , ܦܱܦ0.00672 > 0.56             
                      (6) 2 

"See Table 1 at the end of the manuscript". 3 

"See Table 2 at the end of the manuscript". 4 

"See Fig. 8 at the end of the manuscript". 5 

The capacity value of a new battery does not stay unchanged while the battery is operated over time. 6 

The capacity fade depends strongly on the application itself, usage conditions, SOC and temperature [30]. 7 

Battery lifetime prediction is critical for the long term energy cost estimation of such projects. A major 8 

factor for the battery aging process has to do with the fact of whether the battery is cycled at large DOD 9 

amplitudes or, on the contrary, at reduced DOD level. In fact, the cycle counting method is based on the 10 

assumption that the charge cycle amplitude determines a certain reduction of battery lifetime.  11 

NaS cycles vs failure data were obtained in [23] and are plotted in Fig 9. This figure relates the number 12 

of charge cycles to the life of the battery. The vertical axis determines the number of charge cycles at 13 

which, for a specific DOD amplitude, battery capacity falls below 80% of its initial rated capacity.  14 

"See Fig. 9 at the end of the manuscript". 15 

A single exponential curve is used to fit cycles to failure points. Consequently, the NaS lifetime model 16 

can be expressed as: 17 

௖ܰ௬ = 1.978 × 10଺(ܦܱܦ)ିଵ.଻ଷ + 3101                                         (7) 18 

 19 

4.  Battery control 20 
 21 

A controller has been implemented with the mission to manage power flow between storage system 22 

and the grid. The specific charging and discharging profiles are defined by the controller, which 23 

establishes a power reference command Pref. The Pref value depends on wind power generated in excess at 24 

a specific instant j, battery SOC and rated values for input/output power.  25 

Excess wind power ( ௝ܲ
ா௫௖ ௐ௉ ) is given by: 26 

௝ܲ
ா௫௖ ௐ௉ = ௝ܲ

ௐீ೅೓೐೚ − ௝ܲ
ௐீಸೝ೔೏ (8) 27 

 28 
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where ௝ܲ
ௐீ೅೓೐೚  is the gross wind power at instant j, and ௝ܲ

ௐீಸೝ೔೏  is the net wind power delivered to the 1 

grid at instant j. In case of ௝ܲ
ா௫௖ ௐ௉  exceeding rated charging power ( ௥ܲ௔௧௘ௗ

௖௛ ), the storage system 2 

controller imposes this nominal figure as ௥ܲ௘௙ . As a result, the difference between ௝ܲ
ா௫௖ ௐ௉  and ௥ܲ௔௧௘ௗ

௖௛  is 3 

discarded as effective curtailed wind energy. On the other hand, when ௝ܲ
ா௫௖ ௐ௉   is lower than ௥ܲ௔௧௘ௗ

௖௛ , all 4 

surplus wind generation is stored. In turn, ௥ܲ௘௙  for output power is limited to the rated discharge power 5 

( ௥ܲ௔௧௘ௗ
௖௛ ) of the storage banks. Of course if the available energy is less than the necessary to provide 6 

௥ܲ௔௧௘ௗ
௖௛ , ௥ܲ௘௙  is adjusted to comply with the stored energy. 7 

The energy storage units comprise aggregated battery banks and AC-DC power conversion systems to 8 

interface with the grid. Energy counting can be expressed as: 9 

௝ܧ = ௝ିଵܧ + ௝ܲ
௠∆ߟݐ௝

௕௔௧_௠ߟ௝
௖௢௡௩_௠             (9) 10 

where ܧ௝  is the energy stored at instant j, ܧ௝ିଵ is the energy stored at previous instant j-1, ௝ܲ
௕௔௧_௠ is the 11 

storage banks power transit at instant j, ߟ௝
௕௔௧_௠ is the storage banks efficiency at instant j,  ߟ௝

௖௢௡௩_௠   is the 12 

power converter efficiency at instant j,  ∆ݐ is the period for storage bank operation and the m upper index 13 

designates battery usage mode (ch for charging and dis for discharging). 14 

Storage inefficiencies reduce the amount of energy to be effectively stored or released. NaS battery 15 

losses model is complex and can have several sources. One way is to approximate battery energy 16 

conversion efficiency as: 17 

௝ߟ
௕௔௧_ௗ௜௦ = ௝ܸ

௢௖ܫ௝ − ௝൫ܫ ௝ܴ
ௗ௜௦ + ௝ܴ

௟௖൯ଶ 
         ௝ܸ

௢௖ܫ௝
   discharge mode, ௝ܲ

ௗ௜௦   < 0   (10) 18 

௝ߟ
௕௔௧_௖௛ = ௝ܸ

௢௖ܫ௝

௝ܸ
௢௖ܫ௝ + ௝൫ܫ ௝ܴ

௖௛ + ௝ܴ
௟௖൯ଶ

   charge mode,                 ௝ܲ
 ௖௛ > 0  (11) 19 

Regarding the conversion efficiency from AC to DC power and vice-versa, it is assumed as constant in 20 

both directions and set at 90%. While Eq. 9 is useful as energy counter, it does not provide information 21 

about energy storage limits. Thus, in order to not surpass the energy storage system rating, a SOC 22 

algorithm has been implemented according to: 23 

௝ܥܱܵ = ௝ିଵܥܱܵ + න ௝ܲ
௠ߟ௝

௕௔௧_௠ߟ௝
௖௢௡௩_௠݀ݐ

௥௔௧ܧ

୲

଴

                                             (12) 24 

0 ≤ ௝ܥܱܵ ≤ 1                                                                                (13) 25 
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where ܧ௥௔௧  is the rated energy capacity of the NaS storage unit. 1 

This modelling feature allows the estimation of how much energy is released or stored at any instant t, 2 

preventing overcharging events as well as undercharging situations which have consequences in the 3 

battery life on long term. Typically, it is desired to confine the SOC of a battery within suitable limits, for 4 

example 20% ≤ SOC ≤ 95%. However, to operate the battery continuously and with the smallest size 5 

possible the implemented SOC control in this paper does not impose limit restrictions. Thus, complete 6 

discharge is permitted. 7 

 8 
5.Simulation and Sizing of Battery Energy Storage System 9 
 10 
5.1 General considerations 11 
 12 

A time-shifting energy strategy is employed to study NaS battery capability in order to reduce wind 13 

curtailment.  14 

In this scheme, the electric energy storage system is charged with an excess wind generation, mostly 15 

available at night when there are less electric loads connected to the grid and the price of energy is also 16 

lower. During the day the charge is released to support the high demand period. In this paper, the scheme 17 

is programmed on a daily basis to perform grid support by discharging energy at constant power rating. 18 

Therefore, storage discharge duration is estimated by battery bank nominal plate ratings. However, in the 19 

present study the storage system discharge mode is set to the maximum time period without violating 20 

nominal plate characteristics. Extending to a maximum value has a positive effect by delaying power 21 

output response from other conventional sources and giving more flexibility to the grid operator to 22 

schedule flexible power plants. Battery operation is configured to perform only a single charge/discharge 23 

cycle per day in order to extend the life cycle operation. Daily schedule is fixed on a time basis meaning 24 

that start and finish times for each operation mode do not change over the simulated period. Discharge 25 

action runs for almost 8 hours covering peak power demand during morning (08.00 AM) until mid-26 

afternoon (03.00 PM). Stored energy is released and controlled to supply constant power output as a 27 

function of the 2MW modules connected in parallel which implies nominal power output is given by the 28 

modules sum affected to the bank. Whenever the remaining stored energy doesn’t allow power injection 29 

at nominal rating the output level is updated based on SOC.  30 

 31 

 32 
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Storage system charging mode is initiated during off-peak hours starting at 10.00 PM and remaining 1 

that way for 8 hours (Scenario I); on the other hand, an alternative more flexible time-frame scenario is 2 

also analysed for battery charging purposes (Scenario II), which means that this scenario is not confined 3 

only to off-peak hours. The charging period can be shortened if wind curtailment is enough to charge the 4 

batteries completely. 5 

For the present study NaS cells are combined to form a basic storage unit of 2 MW power rating. Each 6 

unit comprises 20 batteries connected in parallel mode and each one rated at 50 kW and capable of 7 

storing 360 kWh, giving a total of 14.4 MWh as energy rating.  8 

This power/energy rating model is the starting point for building larger generating storage systems, 9 

which follow a simple rule of grouping 2 MW power modules in a parallel configuration. A detailed 10 

flowchart of the storage system management process and curtailed wind power tracking is provided in 11 

Fig. 10.  12 

"See Fig. 10 at the end of the manuscript". 13 

5.2 A technical analysis insight 14 

Choosing an optimal size for the energy storage system requires a clear and detailed identification of 15 

services to be provided. Other issues such as expected lifetime service have a strong influence on the 16 

storage system energy and power specifications. Accomplishing these requirements depends not only on 17 

the charge/discharge cycle control scheme adopted, but also on the power capability of the storage device. 18 

Having this in mind, NaS storage system should be able to capture as maximum wind curtailment as 19 

possible on a daily basis while at the same time SOC should be close to one unit after every charging 20 

period. This requirement implies that the battery storage capacity should not be excessively oversized 21 

otherwise some of the rating capacity will be underused. 22 

From power rating point of view storage installations with higher charging power capability have more 23 

chances to store wind curtailment peaks. However, the amplitude of these peaks as well as its duration 24 

depends not only on meteorological conditions that could provide high wind generation, but also on the 25 

period of the day where demand may be low or high. 26 

Fig. 11 shows the storage power rating impact considering a real time series sample of wind 27 

curtailment in Crete. 28 

"See Fig. 11 at the end of the manuscript". 29 
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It can be seen that successive increase power/capacity ratio offers a better capability to capture 1 

excessive wind energy. However, for the largest storage banks a higher power rating capability can only 2 

be useful on sporadic and short time periods where the storage potential is higher. 3 

For example, a storage installation of 80MW rating can track the maximum wind curtailment on this 4 

time series sample. Therefore, all the curtailment generated will be directed to the battery banks, although 5 

usable battery capacity comparatively to its nominal characteristics is low. In turn, the lowest of tested 6 

battery banks is clearly insufficient to store the majority of the deployed excess energy as wind 7 

curtailment. 8 

Battery banks are rated by the amount of energy that they can store. Since storage banks in this 9 

assessment are discharged and charged on a daily basis, usable capacity can be evaluated by checking its 10 

value when a charge period comes to an end. Fig. 12 depicts daily stored energy level for three power-to-11 

energy ratio scenarios. In the lowest one, nominal capacity is fully utilized. Between the three scenarios, 12 

the largest battery bank stores the highest amount of energy.  13 

"See Fig. 12 at the end of the manuscript". 14 

Yet, by moving from the smallest to the largest installation, usable capacity compared to the maximum 15 

available falls from a fully usage condition to a less than 30% of total available capacity utilization level.  16 

It is clear that usable capacity allows a better characterization of the storage performance, meaning that 17 

energy rating will not improve overall performance beyond a certain level since it is done by oversizing 18 

the installation’s gross capacity. A better alternative to assess storage performance is through SOC 19 

measurements, as it allows a direct quantification of effectively used storage resources compared to the 20 

maximum available value.  21 

Fig. 13 gathers data from daily charging throughout the year 2011 where the SOC profile is organized 22 

according to the number of occurrences. The lower power to energy ratios are charged mostly closed to 23 

their capacity ratings. However, a high usage rate of battery capacity cannot inform by itself how much 24 

curtailment is really being stored. On the other hand, bigger battery banks reveal very low SOC rates 25 

while intermediate size battery banks show a flatter SOC utilization rate.  Therefore, middle size ratings 26 

clearly indicate that an optimal storage size relies within this sub-range, allowing maximization of stored 27 

wind power surplus. 28 

"See Fig. 13 at the end of the manuscript". 29 
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Two merit figures are used to assess both energy and power specifications for the storage system. The 1 

first one accounts the accumulated stored energy over wind curtailment data for 2011 and from here now 2 

called storage curtailment ratio. The second one refers to the daily average SOC. First, it is considered 3 

that the storage charge duration is limited to a time frame of eight hours – starting at 22:00 PM and 4 

ending at 6:00 AM (Scenario I).  5 

Fig. 14 characterizes storage performance through the two metrics mentioned previously. The highest 6 

ratios show that the wind curtailment capturing capability will stabilize around 60% of total wind 7 

curtailment available over the year. Therefore, it defines a theoretical limit for recovering wind 8 

curtailment. From SOC perspective, daily usable capacity is distinctly low in this storage size range. In 9 

turn, the smallest three battery banks present a storage higher than 70% of nominal energy capacity 10 

(4MW/28.8MWh to 16MW/115.2MW), even though at the cost of sacrificing the curtailment storage 11 

potential by half.  12 

Since the results demonstrate that there is a significant potential for storing additional wind 13 

curtailment, instead of using this limited time frame the charge period was extended outside of off-peak 14 

hours in order to further evaluate its impact on the indicators performance. The charging time frame is 15 

anticipated to start at 16:00 PM, while the end hour remains the same (Scenario II). 16 

Merit figures values were re-calculated and compared with previous results as shown in Fig. 15. In the 17 

upper part of this figure, the storage to curtailment efficiency for both scenarios is illustrated, while in the 18 

lower part of the figure the obtained storage increment by switching to the extended charging time frame 19 

is noticeable (Scenario II). Storage improvement varies between 8% and 26% which is significant.  20 

Further, by comparing storage banks with same size it is also observed an improvement on battery SOC 21 

since the extended time frame has moved to the right. Despite the global improvement – usable capacity 22 

is still far from the ideal since larger storage systems are not economically attractive and their oversized 23 

energy capacity is rarely employed.  24 

However, for example, if a minimum limit of 70% is set as acceptable average SOC, then storage 25 

power ratings ranging from 24MW to 40MW stand out. A comparison between these ratings in  26 

Scenario II when compared to Scenario I indicates a stored energy gain around 11% for 40MW/288MWh 27 

rating. Between all three, this ratting offers a trade-off solution due to its high effective daily energy 28 

capacity usage, also allowing an annual wind curtailment recovery ratio above 60%. 29 
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"See Fig. 14 at the end of the manuscript". 1 

"See Fig. 15 at the end of the manuscript". 2 

 3 

5.3 Technical economic analysis 4 

a) Formulation 5 

Sizing of battery bank is carried out considering the Total Annualized Cost (ܶܥܣ) of the storage 6 

system and the wind power curtailed on an annual basis. ܶܥܣ is estimated by addition of Annualized 7 

Capital Cost (ܥܥܣ) and Annualized Replacement Cost (ܥܴܣ) of battery bank and inverter.  8 

On the one hand, ܥܥܣ is calculated according to (14) [31] [32]: 9 

ܥܥܣ           = ܥܥܤ) +  10 (14)                                                        ,(௉ܰ,݅)ܨܴܥ(ܥܥܫ

where BCC is the battery bank capital cost, ܥܥܫ is the inverter capital cost, ݅ is the interest rate, ܰ௉ is the 11 

project lifetime, and ܨܴܥ(݅, ܰ) is the capital recovery factor considering interest rate ݅ and time period N, 12 

as presented in (15):  13 

,݅)ܨܴܥ           ܰ) = ௜(ଵା௜)ಿ

ଵା௜ಿିଵ
,            (15) 14 

On the other hand, ܥܴܣ is calculated according to (16) [31] [32]: 15 
 16 

ܥܴܣ      = (஻ܰ,݅)ܨܨܵ(ܥܴܤ) + ,݅)ܨܨܵ(ܥܴܫ) ூܰ),                                         (16) 17 
 18 
where ܥܴܤ is the battery bank replacement cost, ܥܴܫ is the inverter replacement cost, ܰ஻ is the battery 19 

bank lifetime, ூܰ is inverter lifetime. ܵܨܨ(݅, ܰ) is the sinking fund factor for the interest rate ݅ and time 20 

period ܰ, being calculated according to (17): 21 

,݅)ܨܨܵ                       ܰ) = ௜
ଵା௜ಿିଵ

,                                                               (17) 22 
 23 
Finally, ܶܥܣ is calculated as the addition between ܥܥܣ and 24 .ܥܴܣ 

 25 

b) Battery bank lifetime 26 
 27 
In the case of a storage system, battery bank lifetime is estimated by means of Ah throughput model, at 28 

which the energy available to be cycled over the battery lifetime remains constant without being affected 29 

by the depth of discharge of a determined cycle. Estimation of battery throughput (ܳ௕) is done by using 30 

Eq. 18 [33]: 31 
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                                                                  ܳ௕ =
1
௕ܶ
෍ ௤൯ܨܥ௤൯൫ܦܱܦ௠௔௫൫ܧ
௤ୀ்್

௤ୀଵ

,                                                       (18) 1 

 2 
This aging model requires using the curve that describes the behavior of number of cycles as a 3 

function of depth of discharge, found in Eq. 7 determined earlier. Under this context; in Eq. 16, ܧ௠௔௫ is 4 

the capacity of the battery bank, 1=ݍ) ݍ,…, ௕ܶ) is the qth point of the discretized curve of number of 5 

cycles as a function of depth of discharge, while ܦܱܦ௤ and ܨܥ௤ are depth of discharge and cycle of 6 

failure of the point ݍ, respectively. In order to determine the storage system lifetime, the energy cycled by 7 

the battery is added; so that, when this value equals the expected lifetime ܳ௕, the lifetime of battery bank 8 

is finished. To consider feasible values of battery bank lifetime, those values obtained from the 9 

application of Ah throughput model are limited by the float lifetime of the battery bank provided by the 10 

manufacturers. 11 

c) Case Study  12 

In our case study, a technical-economic analysis was carried out by considering capital cost of the 13 

battery bank equal to 366 €/kW and the capital cost of inverter equal to 298 €/kWh; for simplicity, 14 

replacement costs were assumed to be equal to the capital cost, operation and maintenance costs were 15 

assumed to be 3.6 €/kW-year. Also, project lifetime was considered as 40 years, interest rate 8%, float 16 

lifetime of battery bank was assumed as 15 years, and power converter lifetime was considered as 20 17 

years [19]. Using the aforementioned data in combination with the wind power curtailed obtained from 18 

computational simulations, the relationship between annualized cost and wind power curtailed was 19 

examined in order to select the appropriate size of the energy storage system. This relation is shown in 20 

Fig. 16 (scenario I); where the corresponding capacities of battery bank and power converter are 21 

presented as well. As can be observed, the point at which wind power curtailment and annualized cost are 22 

simultaneously reduced corresponds to the installation of a battery bank of 288 MWh/40 MW. As for the 23 

scenario II (Fig. 17) the optimal solution leads to the same result – using the same storage capacity, 24 

however providing a reduction of 13.2% on wind power curtailment compared to scenario I. The wind 25 

power curtailed in Scenario I is 69.34 GWh/yr and in Scenario II is 79.89 GWh/yr, while both are 26 

significantly better than without NaS storage support – 176.4 GWh/yr. 27 

"See Fig. 16 at the end of the manuscript". 28 

"See Fig. 17 at the end of the manuscript". 29 
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6. Conclusions 1 

This paper explored wind curtailment mitigation effect by means of energy storage resources and 2 

Sodium/Sulfur (NaS) cell batteries. Due to its high level of renewable energy integration, Crete Island 3 

was used as a real case study where installed wind power capacity it is not fully explored. Constraints 4 

imposed by heavy steam turbines force periodic curtailment actions to preserve grid stability. Therefore, a 5 

time-shifting control strategy was employed to reduce wind curtailment. The control system allows NaS 6 

battery operation on a daily charging/discharging scheme, though was permitted only a full cycle per day. 7 

Curtailment mitigation performance was evaluated considering two time frame scenarios in order to shift 8 

wind generation to off-peak hours (Scenario I) and not only off-peak hours (Scenario II). Then, a 9 

technical-economic analysis for optimal sizing of the battery energy storage system was performed using 10 

as base criteria the total annualized cost of the storage system and the wind power curtailed on an annual 11 

basis. It was concluded that the point at which wind power curtailment and annualized cost are both 12 

reduced corresponded to the installation of a battery bank of 288 MWh/40 MW. As for the scenario II, the 13 

optimal solution leads to the same result. In the first scenario it was possible to recover circa 54.71 % of 14 

the initial estimated curtailment value for the studied year. On the other hand, by electing time shifting 15 

Scenario 2 it was possible to recover around 60.69%, which means that it was the best option since both 16 

scenarios costs are equal. 17 
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Figure captions 1 
 2 
 3 
 4 

 5 
Fig. 1.  Time series of Crete power grid: a) Load demand and thermal power generation; b) Gross and net wind power 6 

generation. 7 
 8 
 9 

 10 
Fig. 2.  Comparison of time series based on maximum, minimum and average values: a) Demand; b) Theoretical 11 

wind power generation. 12 
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 1 
 2 

 3 
Fig. 3.  Monthly generation levels for conventional and non-conventional plants versus consumption. 4 
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 7 

 8 

Fig. 4.  Wind curtailment evolution for different periods of the day. 9 
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 1 
Fig. 5. Open circuit voltage as function of battery DOD. 2 
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 8 
Fig. 6.  NaS cell resistance in charging mode vs DOD at different temperatures. 9 
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 4 
Fig. 7.  NaS cell resistance in discharging mode vs DOD at different temperatures. 5 

 6 
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 8 

 9 
Fig. 8.  Variation in internal resistance of NaS battery as a function of charge-discharge cycles. 10 
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 1 
 2 
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 4 
 5 

Fig. 9.  Depth of discharge vs lifetime in cycles for NaS battery. 6 
 7 
 8 
 9 
 10 
 11 
 12 
 13 
 14 

0 20 40 60 80 100
0

0.5

1

1.5

2

2.5

3

3.5

4 x 10
4

DOD (%)

C
yc

le
 L

ife
 ti

m
e 

(c
yc

le
s)



 27

 1 

Start

Tₒ=Tamb

SOCₒ=1

0ܧ
ݐݎݑܿ  ܹ ܲ = 0 
0ܧ = ݀݁ݐܽݎܧ  

ܾܳ ,  18 ݍܧ ݀݊ܽ 7 ݍܧ

ݏ݈݁ܿݕ݆ܿܰ = 0 

j=1

Discharge time 
frame

SOCj>0

ݏ݆݅݀ܲ = ݐܽݎܲ ݁݀
ݏ݅݀  

ܴ݆ ݁ݐܽ݀݌ܷ
ܿℎ  ;  4 ݍܧ 

SOCj>0

j=j+1

End

ݐݑܱܧ݆ = ܧ݆ −1
ݐݑܱ + ݏ݅݀ܧ݆  

Charge time 
frame

SOCj<1

ݐݎݑܥ݆ܲ  ܹܲ = 0 

݈݆ܴܿ ݁ݐܽ݀݌ܷ  ; 5 ݍܧ 

N Y

ݏ݆݅݀ܲ < ݐܽݎܲ ݁݀
ݏ݅݀  

Y

ݐݎݑܥ݆ܲ  ܹܲ = ܿݔܧ݆ܲ  ܹܲ  N

Y

Y
Y N

N

Y

N

Y

ݐݑܱܧ݆ < ܾܳ  

ݐݎݑܥܧ݆  ܹܲ = ܧ݆ −1
ݐݎݑܥ  ܹܲ + ݐݎݑܥ݆ܲ  ܹܲ  

ݐݎݑܥ݆ܲ  ܹܲ = ܿݔܧ݆ܲ  ܹܲ  

ܧ݆ ݁ݐܽ݀݌ܷ ;  9 ݍܧ 

ܥ݆ܱܵ ݁ݐܽ݀݌ܷ  ;  12 ݍܧ 

N

N Y

N

SOCj>1
N Y

SOCj>1

ݐݎݑܥ݆ܲ  ܹܲ = ܹܲ ܿݔܧ݆ܲ − ݐܽݎܲ ݁݀
ܿℎ  

N Y

݆ܲܿℎ = ݂݂ܧܲ .ܷ.
ܿℎ  

ݐݎݑܥ݆ܲ  ܹ ܲ = ݀݁ݐܽݎܲ
ܿℎ − ݆ܲܿℎ  

ܴ0
ܿℎ(ܱܵܥₒ, ܶₒ);  4 ݍܧ 

݆ܲܿℎ = ݂݂ܧܲ .ܷ.
ܿℎ  

݆ܲܿℎ = ݀݁ݐܽݎܲ
ܿℎ  

Y

ݏ݈݁ܿݕ݆ܿܰ = ݆ܰ −1
ݏ݈݁ܿݕܿ + ݏ݈݁ܿݕ݆ܿܰ 1 = ݆ܰ −1
ݏ݈݁ܿݕܿ + ݏ݈݁ܿݕ݆ܿܰ 1 = ݆ܰ −1

ݏ݈݁ܿݕܿ  

ݏ݆ܴ݅݀ ݁ݐܽ݀݌ܷ  ; 3 ݍܧ 

ݐ݆ < ݀݊݁ݐ  

ݏ݆݅݀ܲ = ܲܽ ݒ
ݏ݅݀ ܿݔܧ݆ܲ   ܹܲ ≥ ݐܽݎܲ ݁݀

ܿℎ  

݆ܲܿℎ = ܲܽ ݒ
ܿℎ  

ݐݎݑܥ݆ܲ  ܹܲ = ܲܽ ݒ
ܿℎ − ݆ܲܿℎ  

ݐݎݑܥ݆ܲ  ܹ ܲ = ܿݔܧ݆ܲ  ܹܲ  

ܣܥ 0ܲ
ܵܵܧܤ = ܣܥ ݀݁ݐܽݎܲ

ܵܵܧܤ  

ܴ0
ݏ݅݀ ,ₒܥܱܵ) ܶₒ);  3 ݍܧ 

ܴ0
ݏ݈݁ܿݕܿܰ)݈ܿ );  5 ݍܧ 

Fig. 10.  Process flowchart 
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Fig. 11.  Power to energy ratio effect on wind curtailment storage. 7 
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Fig. 12.  State of charge profile at daily operation. 14 
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Fig. 13.  DOD distribution for one year of operation as function of battery bank size. 8 
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Fig. 14.  NaS battery storage system performance (Scenario I). 19 
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 1 
Fig. 15.  Performance comparison between scenarios I and II. 2 
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Fig. 16.  Scenario I: Annualized cost vs. Wind power curtailment. 5 
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Fig. 17.  Scenario II: Annualized cost vs. Wind power curtailment. 2 
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Tables 1 
 2 

Table 1 – Rch curve fit coefficients. 3 

T(ºC) a b c d e f g h i j 

360 1,48E+01 -3,603443562 4,00E-01 -2,41E-02 8,70E-04 -1,96E-05 2,76E-07 -2,38E-09 1,14E-11 -2,34E-14 

340 20,11296449 -4,387864529 0,447506939 -0,02529688 0,000867232 -1,87394E-05 2,56423E-07 -2,15338E-09 1,01172E-11 -2,03428E-14 

320 2,01E+01 -4,387864529 4,48E-01 -2,53E-02 8,67E-04 -1,87E-05 2,56E-07 -2,15E-09 1,01E-11 -2,03E-14 

300 2,95E+01 -6,366800815 6,23E-01 -0,033715155 1,11E-03 -2,31952E-05 3,08E-07 -2,51496E-09 1,15E-11 -2,26649E-14 

280 3,35E+01 -6,547631017 5,79E-01 -0,028617152 8,73E-04 -1,70977E-05 2,16E-07 -1,70125E-09 7,60E-12 -1,46673E-14 
 4 

Table 2– Rdis curve fit coefficients. 5 
 6 

T(ºC) a b c d e f g h i 

360 1,69E+00 -1,61E-01 1,45E-02 -7,53E-04 2,52E-05 -5,29E-07 6,52E-09 -4,24E-11 1,11E-13 

340 1,451739659 0,005037734 -0,009187198 0,00072225 -2,2882E-05 3,51828E-07 -2,5947E-09 7,34538E-12   

320 1,94274868 -0,115341762 0,005817645 -0,000139602 1,63197E-06 -6,94486E-09       

300 2,612556873 -0,122419802 0,002916653 -1,64878E-05           

280 2,601052094 -0,110064786 0,002933269 -1,74444E-05           
 7 


