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Abstract—In this study, a direct load control (DLC) strategy 
for procuring flexibility from residential Heating, Ventilation and 
Air Conditioning (HVAC) units and the optimal management of 
shared energy storage systems (ESS) connected at different buses 
of a distribution system is proposed, as a new contribution with 
respect to earlier studies, aiming to minimize the energy demand 
during DR event periods. Moreover, an additional objective 
related to the minimization of the end-users’ discomfort induced 
by the interruption of the HVAC units is considered, leading to the 
formulation of a bi-level optimization problem based on a second 
order conic programming representation of the AC power flow 
equations. The effectiveness of the proposed methodology is 
demonstrated by performing simulations on a test system and 
comparisons with other approaches. 

Index Terms—Bi-level optimization; demand response; direct 
load control; HVAC; shared energy storage. 

I.  INTRODUCTION 
A.  Motivation 

mart grid applications have been attracting increasing 
interest, particularly in the light of the ever increasing 
electricity demand and the subsequent concerns regarding 

the operation of power systems. In addition to their impact on 
augmenting and diversifying the energy production mix, 
especially by exploiting renewable energy sources, such 
environments enable the active participation of consumers 
through demand response (DR) and the incorporation of energy 
storage systems (ESS) into the grid. The role of such 
technologies is primordial in making better use of the available 
infrastructure by alleviating issues related to the limited 
operational flexibility of the existing structures [1, 2].  

Recently the amount of the electrical energy consumed by 
residential end-users has substantially increased, reaching 
almost 40% of the global electricity demand [3]. As a result, 
many studies have concentrated on applications such as 
residential DR programs and the integration of small-scale 
storage systems, aiming to exploit this significant potential for 
energy and cost savings [4-6].  
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As regards DR programs, the relevant literature has mostly 
focused on examining the operational benefits of engaging 
commercial and industrial end-users mainly due to the 
relatively higher portion of demand that these consumer types 
represent and the fact that their power profiles are more 
predictable. However, the increasing residential consumption 
and the widespread adoption of smart meters have motivated 
studies about DR applications at the residential level, since 
successfully engaging residential end-users may enable a 
source of system services. In fact, load serving entities (LSE) 
have been effectively procuring reductions of residential 
consumption during high power demand periods through direct 
load control (DLC) and price-based programs, with the former 
being generally considered a more successful approach [7, 8]. 

The widespread adoption of renewable energy sources and 
the potential for initiating residential DR programs has 
considerably increased the necessity of integrating ESS. These 
systems can contribute to the exploitation of renewable energy 
generation by storing the excess energy and to the effectiveness 
of a DR program by using the stored energy when needed, 
particularly during energy-intensive periods. The use of 
battery-based ESS in residential premises has been extensively 
studied in the literature. However, the considerable investment 
costs and space limitations within the houses have limited the 
use of behind-the-meter storage systems. In order to overcome 
this challenge, the use of a relatively higher-capacity battery 
bank that is located in a dedicated area and is accessible by a 
cluster of houses represents a promising alternative. Using a 
high-capacity storage system that is shared between several 
houses in a wider area instead of using one battery for each 
house bears the advantage of reducing the investment, 
maintenance, operational and replacement costs per end-user. 
This solution is generally referred to as a shared ESS, a 
common storage or a community storage in the literature. 
Among them, the term shared ESS is more widely-used for DR-
related applications while the two others are generally preferred 
to define the storage units employed during abnormal network 
conditions, e.g., during outages [9-13].    
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B.  Literature Overview 

In the relevant literature, various studies have considered 
grid-connected, behind-the-meter batteries with the objectives 
of either providing the energy required for residential self-
consumption or of raising revenue by selling excess energy 
back to the grid [14-17].  

Several researchers extended this concept by considering 
multiple houses equipped with batteries and by investigating 
both individual and collective (neighborhood level) benefits. 
Ye et al. [18] considered a neighborhood area network (NAN) 
and photovoltaic (PV) panels supported by batteries and 
proposed an optimization problem formulation to achieve cost 
minimization. 

TABLE I. SETS & INDICES ܤ Set of lines where ݅ is the sending and ݆ is the receiving bus.ܤ  Set of houses connected to bus i. ݁ Index of structural elements. ℎ Index of houses. ݅ Index of buses. 
l Index of lines. ݐ Index of time periods. 

TABLE II. PARAMETERS & CONSTANTS  , Area of structural element ݁ in house ℎ [m2].ܤ Susceptance of line ݈ [pu]. cୟ Thermal capacity of air [kJ/kg·℃]. ܧܥௌௌ Charging efficiency of the shared storage system at bus ݅.ܱܥ ܲ Coefficient of performance of HVAC in house ℎ.ܧܦௌௌ Discharging efficiency of the shared storage system at bus ݅.ܭ,௧ Rated power of the HVAC system in house ℎ [pu].݈, Thickness of structural element ݁ in house ℎ [m]ݔܮ Length, width and height of house ℎ, where ݔ = {1,2,3} [m].ܯ Mass of air in household ℎ [kg]. ܯ,ி  The coefficient that is 1 if bus ݅ is the receiving end of line ݈, 
-1 if bus ݅ is the sending end of line ݈, otherwise 0. ܯ,  The coefficient that is 1 if bus ݅ is the sending end of line ݈, 
otherwise 0. ܯ,ௐ The coefficient for bus ݅ and line ݈ obtained from the
transpose of the matrix composed of ܯ,ி  values.  ܰ Number of houses that are controlled. ܲ,௧,௧ Inelastic demand of bus ݅ in period ݐ [pu]. ܳ,௧  Reactive power demand of bus ݅ in period ݐ [pu].ܴ Thermal resistance of household ℎ [h·oC/J].ܴௌௌ, Charging rate limit of the shared storage system connected 
to bus ݅ [pu]. ܴௌௌ,ௗ௦ Discharging rate limit of the shared storage system
connected to bus ݅ [pu].ܴ Resistance of line ݈ [pu]. ܱܵܧௌௌ, Initial SOE of the shared storage system connected to bus ݅
[pu]. ܱܵܧௌௌ,௫ Maximum SOE of the shared storage system connected to 
bus ݅ [pu]. ܱܵܧௌௌ, Minimum SOE of the shared storage system connected to 
bus ݅ [pu]. ܶଵ Initial indoor temperature of household h [℃].௧ܶ Ambient temperature in period ݐ [℃]. ܶ,௧ௗ௦ User-selected temperature set-point in house ℎ in period ݐ
[℃]. ܶ Dead-band around the temperature set-point for the HVAC
unit of house ℎ [℃]. ݐଵ Starting time of the DR event.  ݐଶ Ending time of the DR event.  ܸ Volume of house ℎ [m3]. ܸ௫ Maximum allowed voltage level for buses [pu].ܸ Minimum allowed voltage level for buses [pu].ܺ Reactance of line ݈ [pu]. ߚ Roof angle of household ℎ [deg]. ߜ Air density [kg/m3]. ∆ܶ Time granularity [h]. ߪ, Thermal coefficient of element ݁ in household ℎ [J/h·m·oC].

TABLE III. DECISION VARIABLES  ܲ,௧ Actual HVAC unit power consumption of house ℎ in periodݐ [pu].ܲ,௧ீ Power available at bus ݅ in period ݐ [pu].ܲ,௧  Total load of bus ݅ in period ݐ [pu]. ܲ,௧ௌ  Local transformer supply at bus ݅ in period ݐ [pu].ܲ,௧ௌௌ, Charging power of the shared storage system connected to
bus ݅ in period ݐ [pu].   ܲ,௧ௌௌ,ௗ௦ Discharging power of the shared storage system connected
to bus ݅ in period ݐ [pu]. ܲ,௧௦௦ Active power loss of line ݈ in period ݐ [pu].ܲ,௧௦௦ Model variable to represent the active power loss of line ݈ in
period ݐ [pu].ܲ,௧  Active power flow at receiving end of line ݈ in period ݐ [pu].ܳ,௧௦௦ Reactive power loss of line ݈ in period ݐ [pu].ܳ,௧ீ Reactive power generated/consumed at bus ݅ in period ݐ [pu].ܳ,௧  Reactive power flow at receiving end of line ݈ in period ݐ
[pu]. ܱܵܧ,௧ௌௌ SOE of the shared storage system connected to bus ݅ in
period ݐ [pu].ܶ,௧ௗ Indoor temperature decrease with respect to the user-selected
set-point in house ℎ in period ݐ [℃]. ܶ,௧  Indoor temperature of house ℎ in period ݐ [℃].ܶ,௧ Indoor temperature increase with respect to the user-selected
set-point in house ℎ in period ݐ [℃]. ܶ,௧௦௧ Thermostat set-point of house ℎ in period ݐ ,௧ Binary variable for the HVAC unit status of house ℎݑ.[℃]
connected in period ݐ (0=OFF, 1=ON).ݑ,௧ Binary variable - 1 if shared storage system connected to bus݅ is charging in period t, 0 else. ܸ,௧ Voltage magnitude at bus ݅ in period ݐ [pu].ܹ,௧ Equivalent to the cosine term of power flow equation over
line (݅, ݆) in period ݐ [pu]. ܹ,௧ Square of the voltage magnitude at receiving bus ݎ ݎ) ∈ ݅) in
period ݐ [pu].ߣ,௧௫ Lagrange multipliers of lower-level problem constraints,
where ݔ = {1, … ,6}. 

With the same objective, Singla et al. [19] examined the 
optimum battery size for a neighborhood of 100 homes. Guo et 
al. [20] presented a Lyapunov-based energy management 
algorithm for the minimization of the total energy costs in a 
neighborhood which may include renewable generation and 
ESS. The reduction of the energy costs in a residential 
neighborhood using batteries was studied in [21].  

Bozchalui et al. [22] presented optimization models for 
residential energy hubs aiming to control residential 
appliances, PV generation and batteries, with the purpose of 
reducing energy consumption, considering also end-users’ 
preferences. An approach for the coordination of multiple 
battery ESS was introduced in [23] for controlling voltage 
variations caused by PV systems. 

Compared to the individual storage units, the shared ESS 
generally provide higher cost savings and benefits for both the 
consumers and aggregators; however, in order to fully make use 
of these structures, a dedicated energy management algorithm 
must be developed considering the complex interactions 
between each consumer and the shared ESS, between each 
consumer and the grid, and also between the grid and the shared 
ESS.  

For instance, in [24] an approach for the control of the ESS 
of individual consumers was proposed, while the cost savings 
of this approach were then examined for a scenario with shared 
ESS. Since the proposed method was tailored to individual 
consumers, insignificant differences between the two scenarios 
were reported.  
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On the contrary, Rahbar et al. [9] studied the optimal energy 
management for multiple end-users with renewable energy 
integration and a shared ESS, and presented considerable 
results showing the benefits of introducing a shared ESS. 
Mediwaththe et al. [25] introduced an energy trading method 
based on the load management of a NAN including a shared 
ESS device and consumers with PV panels, in which excess 
energy is sold to the grid and/or used for charging the ESS 
according to the decisions of the end-users.  

However, this study focused on the financial benefits for 
individual consumers without considering operational aspects 
of the grid. Aiming at minimizing the aggregated electricity 
costs without dealing with energy reduction, a distributed 
optimization method was presented in [10] for a network of 
residential consumers. An aggregator was assumed to manage 
the interactions between the end-users and the grid, as well as 
a shared ESS, taking into account fairness concerns related to 
its use.  

In a smart community including residential units and a 
battery, the benefits of distributed energy resources were 
evaluated in [26] without considering the problem from the 
perspective of the end-users. Good et al. [27] proposed a two-
stage stochastic model for DR applications of ESS units while 
also taking the residential end-user’s discomfort into account; 
however, the authors considered only thermal storage units. 
Without considering the end-users’ comfort, the optimal 
allocation of shared ESS in a residential community was 
studied in [11], optimal management and sizing of ESS for 
improving DG hosting ability of the grid were assessed in [28], 
and a method based on switching droop control was presented 
in [29] for the coordinated operation of renewable energy 
sources and ESS.  

Lastly, a DR management approach for a microgrid 
consisting of renewable energy sources and energy storage 
units was presented in [12] considering also the optimization of 
thermal comfort; however, in this study the storage units were 
used only for storing excessive renewable energy. 

Apart from the studies that focused on the use of shared ESS 
units, the role of aggregators in distribution systems and 
wholesale electricity markets has been the topic of several 
studies.  

Among them, Yang et al. [30] proposed a robust optimal 
bidding strategy for load aggregators in the electricity markets 
also considering the conditional Value-at-Risk metric. Xu et al. 
[31] considered the risk-averse bidding strategy of demand-side 
aggregators (flexible load and distributed generation) in day-
ahead markets taking into account the uncertainty in the 
generation of renewables, real-time prices, and electricity 
demand.  

There are also recent studies dedicated to electric vehicle 
aggregators and their participation in electricity markets [32]-
[34]. Gkatzikis et al. [35] considered the role of aggregators of 
flexible residential demand in DR markets. A review of these 
aspects can be found in [36].  

The thermostatically controllable appliances (TCA) – such 
as Heating, Ventilation and Air Conditioning (HVAC) units, 
refrigerators, electric water heaters, etc.- based DLC has been 
also studied in the literature. The readers are addressed to a 
previous study of the authors [8] for a detailed literature survey 
on this topic. 

C.  Content and Contributions 

 This study considers multiple shared ESS, each connected 
at a different bus of the distribution system, together with a 
number of residential end-users who form a smart energy hub. 
A strategy aiming at controlling these dispersed energy hubs to 
optimally respond to load reduction requests is proposed. The 
required load reductions are primarily satisfied by controlling 
the energy consumption of residential end-users that are 
enrolled to a DLC-based DR program. Specifically, HVAC 
units are employed due to their relatively high power capacity 
and the fact that the thermal inertia in building structures allows 
for the interruption of their service without directly affecting 
the end-users’ comfort level [37].  

In order to provide more flexibility in meeting the desired 
load reductions, in particular during critical demand periods, 
the energy that is stored in shared ESS is also used. Besides, 
since the smart energy hubs are located in a wide area, several 
power system constraints such as power losses are also taken 
into account in the optimum system operation through a second 
order conic programming formulation of the AC power flow 
equations.  

The contribution of this study is twofold: 

• The possibility of combining the flexibility from multiple 
shared ESS units and DLC-based DR of HVAC units is 
evaluated. To the best of the authors’ knowledge this is a 
topic that has not been studied in the technical literature 
yet. 

• A bi-level DLC-based DR optimization algorithm is 
developed, in which the upper-level problem aims to 
satisfy the operational targets of the Distribution System 
Operator (DSO), while the lower-level problem aims to 
minimize the end-users’ discomfort in order to meet the 
requirements regarding the quality of the services offered 
by the LSE to the enrolled customers. 

D.  Organization of the paper 

The remainder of the paper is organized as follows: the 
proposed optimization model is presented in Section II. Then, 
the effectiveness of the proposed methodology is examined 
through case studies that are discussed in Section III. Finally, 
concluding remarks and directions for future studies are 
presented in Section IV. The sets, parameters and decision 
variables used in this study are alphabetically listed in Tables 
I-III. 

II.  METHODOLOGY 

In the proposed system structure, it is assumed that a 
medium voltage (MV) bus is connected to a number of low 
voltage (LV) buses, through which energy is supplied to a 
number of houses offering HVAC flexibility, as well as several 
small- and medium-scale commercial consumers. Each LV bus 
is also assumed to have shared ESS unit connected at the LV 
side of the distribution transformer, as shown in Fig. 1.  

The proposed methodology controls the operation of 
residential HVAC units and shared storage systems aiming to 
minimize energy supply from the point of view of the DSO. In 
addition to that, the regulation of the HVAC loads should be 
performed in such a way that the minimization of the 
discomfort of the end-users is guaranteed.  



1949-3029 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSTE.2018.2828337, IEEE
Transactions on Sustainable Energy

4 
 

This is an important aspect from the perspective of a LSE 
since the willingness of the end-users to respond to an event is 
a decisive factor for the success of DR strategies, which in turn 
depends both on the discomfort caused due to the response to 
an event and the incentives that are offered. It should be noted 
that the effects of the incentive mechanism is out of the scope 
of the study. Nonetheless, the interested reader is addressed to 
an exhaustive survey which provides real-world examples of 
the application of different incentive mechanisms [38]. 

The optimization problem is cast in the framework of bi-
level optimization and is represented by (1)-(25).  ܮ ݁ݖ݅݉݅݊݅ܯ =   ܲ,௧ௌ

௧మ
௧భ  (1)

subject to:  

ܲ,௧ீ − ܲ,௧=  ൫ܯ,ி ∙ ܲ,௧ + ,ܯ ∙ ܲ,௧௦௦൯∈ೕ  ∀݅, (2) ݐ

ܳ,௧ீ − ܳ,௧=  ൫ܯ,ி ∙ ܳ,௧ + ,ܯ ∙ ܳ,௧௦௦ − ܤ ∙ ,ௐܯ ∙ ܹ,௧൯∈ೕ  ∀݅, ݐ (3)

ܲ,௧ீ = ܲ,௧ௌௌ,ௗ௦ + ܲ,௧ௌ  ∀݅, (4) ݐ

ܲ,௧ = ܲ,௧,௧ + ܲ,௧ௌௌ, +  ܲ,௧∈
 ∀݅, (5) ݐ

ܲ,௧௦௦ = 2 ∙ ܴ ∙ ܲ,௧௦௦ ∀݈, (6) ݐ

ܺ ∙ ܲ,௧௦௦ − ܴ ∙ ܳ,௧௦௦ = 0 ∀݈, ,ௐܯ൫(7) ݐ ∙ ܹ,௧൯ − 2 ∙ ൫ܴ ∙ ܲ,௧ + ܺ ∙ ܳ,௧ ൯= ܴ ∙ ܲ,௧௦௦ + ܺ ∙ ܳ,௧௦௦  ∀݈,  ݐ

(8)

2 ∙ ܲ,௧௦௦ ∙ ܹ,௧ ≥ ܲ,௧ ଶ + ܳ,௧ ଶ ∀݈, (9) ݐ

ܸଶ  ܹ,௧  ܸ௫ଶ  ∀݅, (10) ݐ

 0  ܲ,௧ௌௌ,  ܴௌௌ, ∙ ,݅∀ ,௧ݑ (11) ݐ

 

 
Figure 1. Illustration of the considered distribution system consisting of various 
end-user types and shared ESS. 

0  ܲ,௧ௌௌ,ௗ௦  ܴௌௌ,ௗ௦ ∙ (1 − ,݅∀ (,௧ݑ (12) ݐ

,௧ௌௌܧܱܵ = ,(௧ିଵ)ௌௌܧܱܵ + ൭ܧܥௌௌ ∙ ܲ,௧ௌௌ, − ܲ,௧ௌௌ,ௗ௦ܧܦௌௌ ൱ ∙ ߒ߂ ∀݅, ௌௌ,ܧܱܵ(13) ݐ  ,௧ௌௌܧܱܵ  ,݅∀  ௌௌ,௫ܧܱܵ ,ଵௌௌܧܱܵ(14) ݐ = ௌௌ,ܧܱܵ ∀݅ (15)

ܶ,௧ = ቆ1 − 1000ߒ߂ ∙ ܯ ∙ ܿ ∙ ܴቇ ∙ ܶ,(௧ିଵ)
+ 1000ߒ߂ ∙ ܯ ∙ ܿ ∙ ܴ ∙ ௧ܶିଵ
− ܱܥ ܲ ∙ 0.000277ߒ߂ ∙ ܯ ∙ ܿ ∙ ܲ,௧ ∀ℎ, ݐ  1 

(16)

ܶ,ଵ = ܶଵ ∀ℎ (17)

ܲ,௧ = ,௧ݑ ∙ ܭ ∀ℎ, (18) ݐ

ܶ,௧ ∀ℎ, ݐ ∈ argmin்,, ்,, ்,ೞ, ், ൝ 1ܰ ∙  ൫ ܶ,௧ + ܶ,௧ௗ൯௧subject to: (19)

ܶ,௧௦௧  ܶ,௧ௗ௦ + ܶ,௧ ∀ℎ, ݐ ∶ ,௧ଵߣ  (20)− ܶ,௧௦௧  ܶ,௧ௗ − ܶ,௧ௗ௦ ∀ℎ, ݐ ∶ ,௧ଶߣ  (21)

ܶ,௧  ܶ,௧௦௧ + ܶ ∀ℎ, : ݐ ,௧ଷߣ  (22)− ܶ,௧  ܶ − ܶ,௧௦௧ ∀ℎ, ݐ ∶ ,௧ସߣ  (23)− ܶ,௧ௗ  0 ∀ℎ, ݐ ∶ ,௧ହߣ  (24)− ܶ,௧  0 ∀ℎ, ݐ ∶ ,௧ߣ ୦ ൡ (25)

The objective of the proposed optimization problem is to 
minimize the energy that is supplied by the grid and is 
calculated as the sum of the power drawn from all the buses 
during the DR event as indicated by (1). The active and reactive 
power balance equations are represented by (2) and (3), 
respectively. The power that is rendered available at each bus 
is decomposed to the contribution of the shared ESS in terms 
of discharging available energy and the injection of the local 
transformer by (4). Similarly, (5) enforces the fact that the 
system load comprises inelastic demand, the charging 
requirements of shared storage systems, as well as the HVAC 
demand. Constraints (6)-(9), which are extracted from [39] with 
relevant modifications, constitute a second order conic 
programming representation of the AC power flow equations, 
while (10) limits the voltage at each bus of the system between 
specified lower and upper limits. The operation of the storage 
system is described by (11)-(15). 

In general, the energy consumption of HVACs depends on 
the temperature in the interior of the houses, which in turn is 
affected by various factors such as the heat exchange between 
the houses and ambient, the thermodynamic properties of 
building structure and thermal properties of air. In this study, a 
thermal resistance based model is used for the building as 
expressed by (16). The initial indoors temperature is set using 
constraint (17). The equivalent building thermal resistance and 
the air mass inside the building can be calculated using the 
equations (26)-(28). It is to be noted that a rectangular geometry 
and a roof inclination of ߚ° are considered for simplicity. 
Finally, the HVAC power consumption of each household ℎ in 
each time interval ݐ follows (18). 
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 ܴ = 1ܰ  ݈,ߪ, ∙ ,  ∀ℎ (26)

 ܸ = 1ܮ ∙ 2ܮ ∙ 3ܮ + (ߚ)݊ܽݐ ∙ 1ܮ ∙ ܯ2∀ℎ (27)ܮ = ܸ ∙  ∀ℎ (28)ߜ

In this study it considered that the LSE has the capability of 
directly controlling the thermostat temperature set-point of 
HVACs in order to achieve targets related to the optimal 
operation of the distribution system. For this purpose, the 
temperature set-point ܶ ,௧௦௧  can be manipulated within some pre-
defined limits with respect to the end-user desired set-point ܶ,௧ௗ௦. However, in order to prevent the discomfort of individual 
end-users due to prolonged interruptions, the control of the 
HVAC units should be subject to the minimization of the 
discomfort level of the end-users defined as the summation of 
the positive and negative temperature set-point deviations with 
respect to the selected one over time, averaged over the number 
of participating units, as defined in the objective function (19) 
of the lower-level optimization problem. This optimization 
problem is subject to constraints that define the increase or 
decrease of the parametrically bounded lower and upper 
temperature limits in order not to exceed the permitted end-user 
comfort preferences, as specified in the contract with the LSE, 
as expressed by (20) and (21), and the internal temperature 
limits with respect to the set-point, using dead-band control, as 
stated in (22) and (23). Finally, (24) and (25) are the non-
negativity constraints for the decision variable that expresses 
the amount by which the set-point can be manipulated.  ߉ = 1ܰ ∙  ൫ ܶ,௧ + ܶ,௧ௗ൯௧+   ,௧ଵߣ ∙ ൫ ܶ,௧௦௧ − ܶ,௧ௗ௦ − ܶ,௧൯௧+   ,௧ଶߣ ∙ ൫− ܶ,௧௦௧ − ܶ,௧ௗ + ܶ,௧ௗ௦൯௧+   ,௧ଷߣ ∙ ൫ ܶ,௧ − ܶ,௧௦௧ − ܶ൯௧+   ,௧ସߣ ∙ ൫− ܶ,௧ − ܶ + ܶ,௧௦௧൯௧+  ൫−ߣ,௧ହ ∙ ܶ,௧ௗ൯௧+  ൫−ߣ,௧ ∙ ܶ,௧൯௧  

(29)

With the objective of solving the bi-level optimization 
problem, the lower-level problem is replaced by its Karush-
Kuhn-Tucker (KKT) optimality conditions which in this case 
are both necessary and sufficient (linear and continuous lower- 
level problem).  

To derive the KKT conditions, first, the Lagrange function 
of the optimization problem (29) is formed.  

The variables ߣ,௧క , ߦ = 1, … ,6 are the Lagrange multipliers 
associated with constraints (20)-(25), respectively.  

The stationarity conditions are expressed by (30)-(33). ߲߲߉ ܶ,௧ = 0 → 1ܰ − ,௧ଵߣ ,௧ߣ− = 0  ∀ℎ, (30) ݐ

߲߉߲ ܶ,௧ௗ = 0 → 1ܰ − ,௧ଶߣ ,௧ହߣ− = 0  ∀ℎ, ߲߉߲(31) ݐ ܶ,௧௦௧ = 0 → ,௧ଵߣ − ,௧ଶߣ − ,௧ଷߣ + ,௧ସߣ = 0  ∀ℎ, ߲߉߲(32) ݐ ܶ,௧ = 0 → ,௧ଷߣ − ,௧ସߣ = 0 ∀ℎ, (33) ݐ

The complementary slackness conditions are given by (34)-
(39). Note that these are non-linear constraints. One way to 
linearize them is using a big-M formulation as in [40]. ߣ,௧ଵ ∙ ൫ ܶ,௧௦௧ − ܶ,௧ௗ௦ − ܶ,௧൯ = 0  ∀ℎ, ,௧ଶߣ(34) ݐ ∙ ൫− ܶ,௧௦௧ − ܶ,௧ௗ + ܶ,௧ௗ௦൯ = 0  ∀ℎ, ,௧ଷߣ(35) ݐ ∙ ൫ ܶ,௧ − ܶ,௧௦௧ − ܶ൯ = 0  ∀ℎ, ,௧ସߣ(36) ݐ ∙ ൫− ܶ,௧ − ܶ + ܶ,௧௦௧൯ = 0  ∀ℎ, ,௧ହߣ(37) ݐ ∙ ܶ,௧ௗ = 0 ∀ℎ, ,௧ߣ(38) ݐ ∙ ܶ,௧ = 0 ∀ℎ, (39) ݐ

Finally, in order to guarantee dual feasibility, the Lagrange 
multipliers must be non-negative (40), while for primal 
feasibility (20)-(25) of the original problem are also enforced. ߣ,௧ଵ , ,௧ଶߣ , ,௧ଷߣ , ,௧ସߣ , ,௧ହߣ , ,௧ߣ ≥ 0 ∀ℎ, (40) ݐ

The optimization problem that needs to be solved can be 
now re-cast as a second order conic programming problem. 
Objective function (1) is minimized subject to (2)-(18), (20)-
(25), (30)-(40), considering also the constraints required in 
order to approximate the non-linear expressions (34)-(39). 

III.  RESULTS AND DISCUSSION 

A.  Input Data 

The system that is considered consists of 6 LV buses. The 
line parameters are shown in Table IV. These parameters are 
expressed in per unit (pu) values with a base for apparent power 
of 1 MVA, a base for voltage of 20 kV and a base for impedance 
of 400 Ω. For the sake of simplicity, it is assumed that all the 
households connected through these lines are located in the 
same region. Thus, the parameters related to the properties of 
air required for the calculation of thermal interactions between 
the houses and ambient are considered constant and the 
standard values ߜ = 1.225 ݇݃/݉ଷ and ܿ =  ܥ°݃݇/ܬ݇ 1.01
are used. Similarly, it is assumed that all the households have 
the identical structural parameters, as shown in Table V and are 
equipped with the same HVAC unit that has a power rating of 
2.4 kW and a coefficient-of-performance (COP) of 1.5. The 
parameters characterizing the end-users’ preferences during the 
DR events are also given in Table VI. Moreover, the same user-
selected temperature set-point value is adopted in this study for 
all houses and is considered to be constant during the DR event.  

In practical implementations, the end-users may change 
their desired temperature set-point values in response to 
different daily temperature profiles by conveying their 
preferences to the LSE before the DR event is activated. In 
reality, the temperature that the end-users perceive depends on 
many physical and subjective factors in addition to the room 
temperature; however, the LSE has the capability of gathering 
the temperature data only for evaluating the average end-user 
comfort. Finally, an initial indoor temperature around the ܶ,௧ௗ௦ 
value is randomly chosen for each household taking also the 
predefined ܶ range into account. 
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For the response to DR events, a time-span between 12pm 
and 4pm is assumed to have been accepted by all the contracted 
households. For the case study, a typical summer day is 
considered and the DR event is assumed to be realized between 
1pm and 4pm, with the aim of alleviating the high demand in 
this period. Nevertheless, the period between 12pm-1pm is also 
included in the simulation studies in order to observe the 
temperature variation in the houses and to examine the charging 
behavior of the shared ESS. The parameters related to the 
shared ESS connected at each bus are presented in Table VII. 
As it can be seen, charging and discharging rates of the shared 
ESS as well as the minimum and maximum state-of-energy 
(SOE) values are limited within pre-defined ranges in order to 
protect the shared ESS from inefficient operating conditions 
that might cause increased capacity degradation to the shared 
ESS.  

Furthermore, the shared ESS units are assumed to be 
directly operated by the DSO. The parameters of these units are 
determined according to the total power consumption of the 
houses and the relevant criteria presented in the literature. As it 
has already been mentioned, a high capacity shared ESS unit 
may increase the benefits both for the DSO and the LSE. 
Nevertheless, an oversized shared ESS might be economically 
and operationally inefficient. As a result, the optimal ESS 
specifications should be determined by conducting a 
comprehensive preliminary analysis which considers a 
manifold of criteria, such as the capacity of the distribution 
system, the deployment and operational costs of ESS units and 
battery degradation. 

TABLE IV. LINE PARAMETERS OF THE CONSIDERED 6-BUS DISTRIBUTION 

SYSTEM  

Line From To R [pu] X [pu] 
L1 n2 n1 0.00071 0.00036 
L2 n3 n2 0.00017 0.00009 
L3 n4 n3 0.00153 0.00051 
L4 n4 n5 0.00035 0.00012 
L5 n5 n6 0.00133 0.00044 

TABLE V. STRUCTURAL PARAMETERS OF THE HOUSEHOLDS 

Parameter Value Units Parameter Value Units 
Length (ܮଵ) 35 m Number of windows 7 - 
Width (ܮଶ) 12 m Window length 1 m 
Height (ܮଷ) 4 m Window width 1 m 
Wall thickness 0.11 m Windows thickness  0.05 m 
Wall thermal 
coefficient 

131 J/h∙m∙ ℃ 
Window thermal 
coefficient 

2688 J/h∙m∙ ℃
Roof angle (ߚ) 40 ݀݁݃    

TABLE VI. PARAMETERS CHARACTERIZING THE PREFERENCES OF THE 

END-USERS 

Parameter Value Units ܶ,௧ௗ௦ 20 0C ܶௗ_௪ௗ 4 0C ܶ_௪ௗ 4 0C ܶ ±0.8 0C 

TABLE VII. PARAMETERS OF THE SHARED ENERGY STORAGE SYSTEM   

Parameter Value Units Parameter Value Units ܧܥௌௌ 0.95 - ܱܵܧௌௌ, 0.12 pu ܧܦௌௌ 0.95 - ܱܵܧௌௌ, 0.05 pu ܴௌௌ, 0.1 pu ܱܵܧௌௌ,௫ 0.2 pu ܴௌௌ,ௗ௦ 0.1 pu    

B.  Simulation and Results 

In order to examine the benefits of the proposed approach, 
three different cases are considered: 

• Case-1: The use of HVAC based solely on user-defined 
preferences without considering the occurrence of a DR 
event and the presence of a shared ESS unit. 

• Case-2: The DLC of HVAC by LSE during a DR event 
without considering the presence of a shared ESS unit. 

• Case-3: The DLC of HVAC by LSE during a DR event 
considering the presence of a shared ESS unit. 

A time granularity of 5 min (i.e., 0.0833h) is used in all the 
three cases. The proposed model was implemented in the 
General Algebraic Modelling System (GAMS) version 24.1.3. 
and the optimization problems were solved using the MOSEK 
solver. The average solution time for a relative optimality gap 
of 0% is 0.5 seconds on a 2.3 GHz, quad-core i7 processor PC 
with 16GB of RAM. 

In the first case, the HVAC system is assumed to be 
controlled so that ܶ,௧  value is maintained in the range of ܶ,௧ௗ௦ ± ܶ during all the considered periods. This case aims 
only to ensure the end-user comfort without taking the 
objective function and the constraints (11)-(15), (20)-(25) and 
(30)-(40) into account, and is used for the comparisons with the 
proposed concepts to evaluate their contributions. In the second 
case, a reduction in the energy drawn from the grid is aimed to 
be achieved considering the objective function while neglecting 
the constraints (11)-(15) and (30)-(40). As a result, the HVAC 
system is controlled by maintaining the ܶ,௧  value within the 
predefined maximum allowed temperature set-point limits 
during the DR event. Including the shared ESS-related 
constraints and considering the end-user’s comfort, the 
performance of the proposed bi-level optimization approach is 
investigated in Case-3. The indoor temperature variations of all 
the households connected to the different buses during the 
considered time period are shown in Figs. 2-4. In these figures, 
the middle horizontal line in the boxes represents the median of 
the temperature values of all the households, i.e. 240 houses in 
total connected to 6-buses, for the corresponding time of the 
day. The box spans the first and third quartiles, which are below 
and above the median, respectively. The end of the vertical 
lines below and above the boxes shows the maximum and 
minimum temperature values.  

It should be noted that the data averaged over 15 min time 
intervals are used for Figs. 2-4 in order to provide a clearer 
representation while still preserving the main characteristics of 
the temperature variations. 

As shown in Fig. 2, the temperature values of each 
household are kept within the desired range in Case-1. In Case-
2, the thermostat set-point of HVACs is first set to lower values 
than the corresponding indoor temperature of the houses before 
the initiation of the DR event and then set to higher values so 
that the power consumption is minimized during the DR event, 
which results in high deviations from the desired temperature 
values both before and during the DR event. As it can be 
noticed in Fig. 4, the temperature deviation of households in 
Case-3 is limited to a relatively narrower range compared to 
Case-2 due to the proposed bi-level optimization algorithm 
which takes into account the maximization of the end-users’ 
comfort.  
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Figure 2. The indoor temperature variations of households for Case-1. 

 
Figure 3. The indoor temperature variations of households for Case-2. 

 
Figure 4. The indoor temperature variations of households for Case-3. 

 
The power consumption of residential HVAC during the 

contracted DR period for all the case studies is depicted in Fig. 
5. As seen from Fig. 5, first, it is evident that the HVAC units 
are used relatively frequently in most of the houses in Case-1 
in order to satisfy the desired temperature value defined by the 
end-users. In the second case, the HVAC units in all the houses 
are operated just before the period with highest energy 
consumption for cooling down the houses.  

All the HVACs are then turned off through controlling their 
thermostat set points at the beginning of the event for maximum 
power saving during the event. Nevertheless, they start to be 
used again before the end of the event since the indoor 
temperatures at this point reach to the allowed set-point 
increase level plus the dead-band limit. In Case-3 in which the 
proposed optimization algorithm is used, first, the houses are 
cooled down similarly to Case-2 but to relatively higher 
temperature values, imposed by the constraints defined to 

satisfy the objective of the latter objective function, which is 
the minimization of the end-users’ discomfort level. With the 
same objective, some of the HVAC units are also used during 
the DR event, while all of them are operated in the second half 
of the event. 

As stated before, each LV bus supplies energy to various 
commercial consumers and 40 households consisting of 
HVACs and inflexible appliances. The total power 
consumption of all the loads connected to the all buses together 
with the relevant line losses and the resulting power reductions 
due to the DR events are shown in Fig. 6. It is clear that limited 
use of a high number of HVAC units in Cases 2 and 3 enables 
a considerable loss reduction, especially during the intensive 
power consumption periods. The reason of the high 
consumption power values in Case-3 after the peak demand, 
which is between 3pm and 4pm, is the aim of maintaining an 
acceptable comfort level violation for the consumers. It should 
be noted that the shared ESS used in Case-3 also helps energy 
demand reduction at the cost of increasing the consumption 
levels before the event, i.e., between 12pm and 1pm.  

The average contribution of the shared ESS to the power 
consumption of households during the time period considered 
in the case study is illustrated in Fig. 7. As seen, the shared ESS 
units are charged at their total maximum rate before the DR 
event and discharged when the highest demand is faced. 
However, in real-world applications, it might be a more 
effective method in terms of monetary savings to charge the 
shared ESS during the night times in which the energy prices 
are typically relatively lower in comparison with the prices 
around noontime. Similarly, the shared ESS can be also 
charged with the excess power generation of renewable energy 
sources if these systems are already available in the distribution 
network.  

Regarding the comfort violation in terms of temperature 
deviations from the desired temperature values, the average 
values for Case-3 are significantly lower compared to those 
obtained for Case-2, as shown in Fig. 8. It should be also noted 
that the average comfort violation is almost the same as that 
achieved in Case-1 except for the period around the highest 
load demand.  

Finally, various summary results for the three cases 
examined are presented in Table VIII. As seen from the first 
column of Table VIII that provides the total energy drawn from 
the power grid during the whole simulation period (i.e., before 
and during the DR event), the implementation of DR programs 
considerably reduces the energy purchased from the grid. Due 
to the amount of the energy drawn from the grid to charge the 
battery just before the DR event, the supplied energy in Case-3 
is higher than that in Case-2. However, it should be recalled 
that the main target of the proposed approach is to decrease the 
energy consumption as much as possible (without disturbing 
end-users considerably), a target that is more successfully 
achieved with respect to the results obtained for the other two 
cases, as seen from the second column of the Table VIII, in 
which a power over 7000 kW is considered as critical power.  

It is important to highlight that the price of the energy 
during these periods is significantly higher than the prices in 
off-peak periods and therefore, drawing more energy outside of 
the peak demand periods does not necessarily increase the total 
cost of the energy used.  
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Figure 5. The total HVAC power consumption before and during the DR event 
for the three cases. 

 
Figure 6. The power supplied by the grid including the losses before and during 
the DR event for the three cases. 

 
Figure 7. The variations in battery characteristics before and during the DR 
event for Case-3. 

Regarding the other important target of the proposed 
approach, it is evident that the bi-level optimization problem 
significantly prevents the deterioration of the comfort level of 
the end-users by limiting the deviations from their desired 
temperature set-points as presented in the third column of Table 
VIII, while still accomplishing a reduction in the total energy 
during the considered energy-intensive period. In addition to 
the main benefits the proposed algorithm it is interesting to 
notice that it also has side benefits such as preventing the load 
recovery effect, in other words, the occurrence of a rebound 
peak load demand due to increasing the consumption in the 
periods immediately following the DR event in order to recover 
the desired comfort levels. Considering the narrow indoor 
temperature changes given in Table VIII and the fact that the 
indoor temperature of all the households is kept around (even 
below) the desired temperature levels as shown in Fig. 4, it can 
be indicated that no load recovery effect will be faced after the 
ending time of the DR event in Case-3, in contrast to Case-2. 

TABLE VIII. OVERVIEW OF THE OBTAINED RESULTS 

Case 

 

Grid supplied 
energy 

 [ࢎࢃ]

 Reduction in energy 
consumption [ࢎࢃ] Comfort violation 

[℃/  [

min max average 

1 25452 13143 0.21 0.68 0.49 
2 23964 12224 0.15 4.62 2.19 
3 24325 12119 0.07 2.29 0.91 

 

 
Figure 8. The average comfort violation value before and during the DR event 
for the three cases. 
 

In order to examine the scalability of the proposed 
approach, the same concept is applied to a larger distribution 
system consisting of 12 LV buses each of which has a shared 
ESS and supplies 40 houses with energy. The same physical 
specifications for the houses and ESS units given in Tables V-
VII are used.  

Regarding the parameters of the lines, the values of Table 
IV are used for the first six lines, while the parameters of the 
six additional lines are given in Table IX.  

The statistical description of the indoor temperature 
variations of the households connected to the 12 buses is shown 
in Figs. 9-11. As it can be seen in Figs. 9-11, the similar indoor 
temperature profiles are obtained for the extended distribution 
system compared to the 6-bus system.  

In Case-1, a relatively stable temperature is maintained for 
most of the houses as shown in Fig. 9, and in Cases 2 and 3, the 
indoor temperatures tend to decrease before the starting time of 
the DR event and then to increase during the DR event due to 
the applied optimization algorithms for achieving higher 
benefits from the DR event. This tendency may also be 
observed in Fig. 12, which shows that all the HVAC units are 
used before the DR event and only some of them are used 
during the DR event for Cases 2 and 3 contrary to Case-1 where 
the HVAC usage is determined only according to the user-
defined temperature set values.  

Similar to the results presented for the 6-bus system, Fig. 
13 shows that a relatively lower power consumption is achieved 
for Cases 2 and 3 by avoiding the use of a high number of 
HVAC units during the DR period. It may also be seen in Fig. 
13 that higher power is drawn from the grid before the DR event 
for Case-3, which is caused by the charging of the shared ESS 
units for using the stored energy during the DR event. These 
power exchanges between the shared ESS units and the grid, as 
well as the corresponding variations in the SOE of the shared 
ESS units are depicted in Fig. 14. Lastly, the average comfort 
violation for three cases is shown in Fig. 15 for the 12-bus 
system.  
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The values in Fig. 15 confirm that the proposed approach 
affects the end-users-comfort to a lower extent compared to 
Case-2. The level of the comfort violation and the obtained 
energy reduction for the 12-bus distribution system are 
presented in Table X. 

 
TABLE IX. LINE PARAMETERS OF THE CONSIDERED 12-BUS 

DISTRIBUTION SYSTEM  
Line From To R [pu] X [pu] 
L6 n6 n7 0.00101 0.00054 
L7 n7 n8 0.00057 0.00029 
L8 n8 n9 0.00044 0.00021 
L9 n9 n10 0.00112 0.00036 
L10 n10 n11 0.00119 0.00056 
L11 n11 n12 0.00199 0.00087 

 

 
Figure 9. The indoor temperature variations of households for Case-1 (12-bus 
system). 
 

 
Figure 10. The indoor temperature variations of households for Case-2 (12-bus 
system). 
 

 
Figure 11. The indoor temperature variations of households for Case-3 (12-bus 
system). 

 
Figure 12. The total HVAC power consumption before and during the DR event 
for the the three cases (12-bus system). 
 

 
Figure 13. The power supplied by the grid including the losses before and 
during the DR event for the three cases (12-bus system). 
 

 
Figure 14. The variations in battery operational characteristics before and 
during the DR event for Case-3 (12-bus system). 
 

 
Figure 15. The average comfort violation value before and during the DR event 
for the three cases (12-bus system). 
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TABLE X. OVERVIEW OF THE OBTAINED RESULTS FOR 12-BUS 

SYSTEM. 

Case 

 

Grid supplied 
energy 

 [ࢎࢃ]

 Reduction in energy 
consumption [ࢎࢃ] Comfort violation 

[℃/  [

min max average 

1 49870 25772 0.21 1.43 0.83 
2 47952 24451 0.15 4.62 2.19 
3 48233 24317 0.09 2.73 1.42 

 
Lastly, it is worth mentioning that in the case studies that 

were considered in this work, all the end-users were assumed 
to successfully respond to DR events. Evidently, in real-world 
applications, it is possible that a number of end-users would 
override the DLC-based DR control and therefore decline to 
respond to the DR event. This assumption may be justified on 
the basis of two factors: 1) it is less likely that end-users will 
override a DLC-based DR control due to the design of the 
relevant contracts [38], and, 2) practical evidence suggests that 
DR resources can offer a statistically reliable response [41]. 
Though, it is interesting to discuss the challenges that might be 
faced while applying the proposed approach as a function of the 
number of responding end-users: 1) similarly to all the DR 
programs that aim to aggregate the response of a large number 
of small consumers, the effectiveness of the proposed 
optimization method might decrease considerably if a large 
number of enrolled end-users decline to respond in a DR event, 
and, 2) in case of a relatively higher end-user participation, the 
capacity of ESS unit might not be sufficient to compensate for 
the required energy consumption during the highest demand 
periods.  

IV.  CONCLUSIONS AND FUTURE WORK 
A bi-level optimization problem aiming at exploiting the 

flexibility from both DR programs based on DLC of HVAC 
units and shared ESS was presented in study for the reduction 
of load demand during DR event periods without deteriorating 
the end-user comfort. The results have showed that shared ESS 
units have the capability of supporting the use of HVAC units 
during the DR events, while still decreasing the amount of 
energy that is supplied from the grid. In addition to that, the 
deployment of ESS has resulted in an increase in the average 
comfort level of end-users compared to the conventional DR 
programs focusing on only reduction in energy consumption. 
In terms of percentage improvements, the end-user comfort-
oriented optimization problem provides a decrement of 22% in 
the energy demand originating from residential electrical 
energy consumption compared to the case in which HVAC 
units are controlled based solely on end-users’ preferences, and 
8% compared to the case in which a DR program aiming at 
decreasing the energy reduction only is adopted. At the same 
time, the average comfort violation of end-users is reduced by 
58% compared to the case based on the mentioned single-
objective DR program. As a future study, the effectiveness of 
the proposed approach will be investigated for a longer time 
period in order to examine the effects of different ambient 
temperature profiles and user-defined parameters on the 
performance of the proposed strategy. Besides, the benefits of 
the proposed algorithm will be investigated for the case in 
which a number of households are equipped with rooftop PV 
systems. Also, different types of control techniques such as the 
direct compressor control mechanism might be considered for 

the control of HVAC operation. It should also be noted that 
battery-based shared ESS are used in this study due to their easy 
and relatively low-cost installation and decommissioning; 
however, any kind of electric energy storage devices such as 
flywheels, ultra-capacitors and pumped hydro storage units can 
be effectively exploited to achieve similar objectives.  
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