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Abstract 9 

The increment in generation costs is one of the most important factors that characterizes the operation of insular power 10 
systems, and is related to the location of these systems and the type of fuel used to provide electricity. This situation 11 
motivates the integration of renewable generation at high rates, as well as energy storage systems (ESSs), to improve 12 
the utilization of these resources. In this paper, a new control strategy is presented for the day-ahead scheduling of 13 
insular power systems with a battery energy storage system. The method presented here incorporates the effects of the 14 
most relevant components such as thermal generators, wind power generation, power converter, charge controller and 15 
ESS, being integrated into the scheduling process of insular power systems as a new contribution to earlier studies. The 16 
results provided show a fuel saving of 2% and an improvement in the wind power use of 20%, which is significant. 17 

Keywords: Battery energy storage system; Economic dispatch; Insular power systems; Renewables integration; Unit commitment; 18 
Vanadium redox battery. 19 

1. Introduction 20 
High generation costs are possibly the most significant characteristic of insular power systems, owing to 21 

their isolated locations; a factor that makes their connection to other mainland power systems either difficult 22 
or impossible, and which increases the costs related to the transportation of the required fuels, which, in 23 
many cases, are heavy fuel oil (HFO) and light fuel oil (LFO). This situation has motivated the development 24 
and implementation of renewable power sources, such as wind energy and photovoltaics (PV) energy [1-25 
4]. The exploitation of renewable resources is related to the geographical location so that those systems 26 
located near to the equator will develop solar energy; some examples are the Canary Islands, Cyprus, and 27 
Hawaii.  28 

In contrast, islands located far from the equator will develop other renewable sources, such as biomass 29 
or hydropower; for instance, Samsoe (Denmark) and New Zealand. People’s knowledge and involvement 30 
has been recognized as a key factor in the successful deployment of renewable energy on islands. 31 
Nevertheless, the main obstacle is related to the legislation and administrative barriers.  32 

This context has meant that on some islands grid-parity with PV generation has been reached. An 33 
example is the case of Cyprus, where, according to the study carried out by Fokaides and Kylili [5], the 34 
high electricity prices make the power generation from PV panels profitable.  35 

A high penetration of renewable sources can introduce problems for the optimal management of this 36 
type of system, owing to the fact that these sources have a stochastic nature that introduces uncertainty into 37 
the scheduling process. To deal with this problem, the incorporation of stochastic relations in the unit 38 
commitment formulation (UC), the integration of energy storage systems (ESSs), and demand response 39 
programs (DRs) have been suggested in the literature.  40 

Battery energy storage systems (BESSs) have had special attention for several years. From a global 41 
perspective, the potential for the installation of BESSs in isolated power systems is estimated at 5300 MWh. 42 
The incorporation of BESSs can reduce the levelized cost of energy (LCOE) by 6%, and increase the 43 
penetration of renewable energies by approximately 50% to 70%.  44 
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In the case of regions with high-class solar resources, BESSs improve the correlation between solar 45 
radiation and load profile, and allows using the power generated during the day to supply peak demand, 46 
which usually occurs during the evening. However, the integration of BESSs with wind energy could be 47 
affected negatively by the variability of this resource, as there could be long time periods without any wind 48 
generation. This lack of wind power requires an increment in the size of BESSs, which increases the cost 49 
of the project [6]. Pumped hydro energy storage (PHES) has become a popular method for improving the 50 
flexibility of the power system. Recently, the installation of PHES, to be operated jointly with a wind farm, 51 
has been proposed to supply energy demand in Karpathos and Kasos, (Greece). To manage PHES, the water 52 
required to be stored in the upper reservoir will be supplied by wind generation whenever it is available, 53 
and by thermal generators during the night, when energy demand is low and a shortage of stored water 54 
occurs [7].  55 

A representative example of incorporation of PHES to insular power systems is the case of Ikaria Island 56 
(Greece). This system is composed by 15.85 MW of diesel generation, wind generation with a total capacity 57 
of 1835 MW, a PV system with total capacity of 1040 kW, and 3 water reservoirs. For the optimal 58 
management of PHES, Papaefthymiou et al. [8] have developed an algorithm that consists of six main steps: 59 
in the first step, it requests the independent system operator (ISO) the power and energy necessities for the 60 
next day, which should be supplied by PHES. In the second step, PHES presents the corresponding energy 61 
offer determined through wind power forecasting. During the third step, PHES presents a declaration of 62 
load that is required to supply the energy demand of ISO, which is carried out when energy required by 63 
ISO is higher than the expected energy production of PHES. In step four, ISO dispatches the power from/to 64 
PHES. In step five, ISO dispatches thermal generators. Finally, in step six, power from external wind farms 65 
is determined and dispatched. 66 

It has been suggested that PHES technology be integrated into the power system of Lesvos, where a 67 
detailed economic analysis has been carried out in [9], concluding that from the perspective of an investor, 68 
the optimum size is sensitive to the applicable energy and capacity tariffs, as well as wind potential and 69 
capital cost. Moreover, from the perspective of the power system, in those systems powered by HFO, LCOE 70 
could be reduced and renewable power penetration could be increased, by integrating a small-capacity 71 
PHES. On the other hand, when the system is powered by LFO, a PHES of larger capacity is required since 72 
the power generation from renewable sources is increased.  73 

Nowadays, the management and optimal control of EESs is an important topic that has been widely 74 
analyzed in the technical literature, with several approaches proposed. Senjyu et al. [10] developed a 75 
methodology for the scheduling of power systems with thermal generators and an ESS. In this approach, 76 
an ESS is used to reduce the peak load and total generation cost. The scheduling process is carried out in 77 
three steps: in the first step, the scheduling of thermal units is done by applying an enhanced priority list 78 
(EPL) method, in order to reduce the computational time; in the second and third steps, an algorithm is 79 
applied to incorporate the ESS into the scheduling process. A BESS is modelled by using linear expressions 80 
for charging and discharging processes, while the inverter has an ideal behaviour. The charge of the BESS 81 
is done by using the excess of electricity from the committed generators. However, if this is not enough, 82 
more units could be committed, in order to charge the batteries up to a determined state of charge level. 83 
The discharge is done during the peak load, in order to avoid the necessity of using the most expensive 84 
generators, which can be shut down for short time intervals. After the analysis of several study cases, the 85 
results have shown a reduction in the generation costs of between 1.1% and 1.5%. 86 

Mohammadi and Mohammadi [11] developed an optimization methodology to design ESS to be 87 
integrated into microgrids. The developed method is based on the solution to the stochastic UC   problem, 88 
using the scenario-generation/reduction method in order to consider the different sources of uncertainty in 89 
a horizon-schedule of 24 h, with a step of 15 min. The optimization is formulated as a mixed-integer 90 
problem, and is solved by using an improved version of the Cuckoo Optimization Algorithm. This problem 91 
is subject to several constraints related to the energy balance of the electrical and thermal loads, the 92 
operation of the boiler, battery, and the power grid. Several technologies for the ESS are considered, such 93 
as hydrogen, thermal and BESS. Three management strategies are analyzed: two of them to design and 94 
manage BESS; and another to manage the thermal energy storage. The effects of incorporating ESS into 95 
the microgrid were analyzed in several case studies, obtaining a reduction in generation costs.  96 

Chen et al. [12] proposed a model to design an ESS to be integrated into a microgrid. The methodology 97 
is based on determining the peak-shaving and excess of electricity according to the operating conditions, in 98 
order to determine the minimum energy to be supplied by the storage system, and to be charged into it. In 99 
addition, two mathematical models are proposed: one to the islanded system; and the other to the grid-100 
connected systems. For the islanded microgrid, the UC problem incorporating renewable generation and 101 
ESS is solved, while for the grid-connected system, the economic benefits are considered to be the objective 102 
of the optimization process. 103 



Daneshi et al. [13] presented a methodology to control a compressed air energy storage system (CAES) 104 
in order to provide ancillary services. The proposed method is based on the solution of the security 105 
constrained UC problem. The effects of the integration of CAES on locational pricing, peak-load shaving, 106 
power flows on the transmission grid, wind curtailment, and emissions are analyzed.  107 

Nazari et al. [14] proposed a method that incorporates PHES in the UC of thermal generators, taking 108 
into account environmental constraints. The methodology presented in this paper consists of two stages: in 109 
the first stage, the scheduling of PHES is determined, in order to modify the shape of the load profile, to 110 
improve the operation of the thermal units; in the second stage, the scheduling of thermal generators is 111 
determined, considering the changes introduced by PHES in the first stage. Results obtained from the 112 
analysis of a case study have revealed a reduction of 1.2% in the generation cost.  113 

Ming et al. [15] proposed a methodology for the integration of wind power and PHES in the UC problem, 114 
using a Binary Particle Swarm Optimization (BPSO) algorithm with several adjustments, in order to 115 
achieve a feasible solution. These adjustments are related to the minimum up/down time constraint, limits 116 
on the power generation and ramp constraints, power balance, and PHES operation. The economic benefits 117 
of the implementation of PHES are observed in the reduction of the peak load.  118 

Jiang et al. [16] developed a model based on a robust optimization approach whereby the random 119 
variables are set, taking into account the worst situation, instead of establishing assumptions based on the 120 
probability distributions. The model is formulated as a two-stage robust optimization problem, where wind 121 
power production is assumed to be within a determined interval that could be obtained by using quantiles. 122 
Moreover, the conservatism of the obtained solution is controlled by introducing an integer variable that 123 
represents the number of hours that are allowed for sudden changes in the wind power production. The 124 
incorporation of PHES allows the reduction of the generating costs, while the robust optimization 125 
guarantees a reliable solution owing to the consideration of the worst-case scenario.  126 

Khodayar et al. [17] proposed an optimization model for integration between wind power generation and 127 
PHES, in order to reduce variability, and improve its ability to be dispatched. This approach is based on the 128 
solution of the stochastic security constrained UC problem, through the scenario-generation approach, in 129 
order to incorporate several sources of uncertainty, such as forecasting error of load demand and wind 130 
generation, besides system reliability. The optimization is formulated as a mixed-integer programming 131 
problem, which is solved by using Benders’ decomposition technique.  132 

Suazo-Martinez et al. [18] developed an optimization model to integrate ESSs into the electricity market. 133 
The optimization model uses a two-stage stochastic UC formulation that aims to maximize the economic 134 
benefits; specifically, the integration of ESS is evaluated for providing primary reserve, energy arbitrage, 135 
and secondary reserve, considering different storage capacities. According to the results obtained from the 136 
analysis of a case study, the incorporation of an ESS reduces the participation of expensive generation units, 137 
such as those based on diesel and fuel-oil in the power balance, and allows the supply of the secondary 138 
reserve in a cheap manner, using energy generated from those units with low operating costs, such as coal 139 
units. When an ESS is used for energy arbitrage, the operating efficiency of the system is improved, and 140 
the generation costs are reduced by approximately 0.5%, Moreover, when an ESS is used for energy 141 
arbitrage and secondary reserve, generation costs are reduced by approximately 1.1%. In brief, using ESSs 142 
to provide different services improves the accommodation of renewable energies; it reduces the 143 
participation of the most expensive generators in the power balance, and reduces the operating costs of the 144 
power system.  145 

Yu et al. [19] introduced a model to find the optimal size and location of an ESS, to improve the operation 146 
of distribution systems by reducing the risk related to the electricity price volatility, and the maximization 147 
of the economic profit. In this approach, the size of the ESS depends on the forecasting error of the load 148 
demand, and the power production of the distributed sources. This characteristic allows a reduction in the 149 
required capacity of the storage system, which consequently improves the economic performance of the 150 
project. Moreover, information about power exchange between the substation and the grid is used to 151 
optimize power purchasing, in order to maximize the benefits, and improve power flow through the 152 
distribution system. This optimization problem is solved by using a fuzzy particle swarm optimization 153 
algorithm.  154 

Pozo et al. [20] presented a model of an ESS for the general purpose of mitigating the effects of 155 
variability and the uncertainty of renewable generation in the power system. The main advantage of the 156 
proposed model is that it can be incorporated in regular deterministic and stochastic mixed-integer 157 
optimization formulations, which are frequently implemented in large-scale systems. A sensitivity analysis 158 
of the most important parameters of the storage system, such as the storage and power production 159 
efficiencies and costs, was carried out. The obtained results showed how the operating costs increase as the 160 
storage costs increase. Moreover, the generating costs decrease as efficiency increases. 161 

In this paper, a new control strategy to be used in the weekly scheduling of insular power systems with 162 
BESSs is presented. The methodology described here incorporates the effects of the most relevant 163 



components such as thermal generators, wind power generation, power converter, charge controller and 164 
BESS. As can be noted from the literature review described previously, the joint effect of these elements 165 
in the scheduling process of insular power systems has not been considered, so the development of new 166 
control strategies incorporating this feature is of the utmost importance. The proposed method consists of 167 
two major steps. In the first step the UC problem is solved without taking into account BESS; from this 168 
procedure the total energy available to charge BESS is estimated. While in the second step, using the 169 
estimated energy available obtained in the first step, the BESS is incorporated to the UC problem.  170 

The rest of the paper is organized as follow: Section 2 describes the architecture of the power system under 171 
analysis, the mathematical models of the thermal and renewable generators, power converter, BESS and 172 
charge controller. In Section 3, the proposed methodology is explained. In Section 4, the proposed method is 173 
illustrated through the analysis of a case study, while final conclusions are presented in Section 5. 174 
2. Power System under Analysis 175 

The structure of the insular power system with the BESS to be analyzed is presented in Fig. 1. The 176 
system consists of several thermal generators that could be steam turbines, combined-cycle gas turbines, 177 
diesel engines, and open-cycle gas turbines. As was stated before, these units could be powered by HFO 178 
and LFO. Another important component of this type of system is the renewable generation, which in our 179 
case is considered to be obtained from the wind. The BESS is composed of the power converter, the charge 180 
controller, and the storage system, which in our case was assumed to be a Vanadium Redox battery (VRB). 181 
VRB technology was selected for illustrative purposes; since the proposed methodology has a flexible 182 
feature, other technologies such as lead-acid batteries with non-linear behavior could be easily integrated. 183 
A VRB allows the storage of the excess of electricity generated by thermal and renewable units. A charge 184 
controller guarantees the correct use of the VRB, to prevent its overcharging or undercharging, and the 185 
power converter carried out the DC-to-AC conversion, and vice versa. Under a high penetration of 186 
renewable sources, it is possible to produce an excess of electricity that could not be stored in a VRB. Then, 187 
in order to preserve system stability, this excess of energy has to be consumed by the dump load. 188 

“Figure 1” 189 
In the next subsections, each element of the insular power system is going to be described in a detailed 190 

manner. 191 
2.1. Thermal and Renewable Generation Units 192 
In the framework of UC problem, thermal generation units are modelled through their fuel consumption 193 
estimation, starting-up cost, power generation limits, startup and shutdown ramp rates, operating ramp rates, 194 
and minimum up/down time constraints. Typically, fuel consumption is modelled by using the quadratic 195 
expression of equation (1), 196 

௜݂
௧ = ܽ௜ + ܾ௜ ௜ܲ

௧ + ܿ௜( ௜ܲ
௧)ଶ                                                          (1) 197 

where ܽ௜ , ܾ௜ and ܿ௜ are parameters related to the fuel consumption of the unit i, ௜݂
௧  is the fuel consumption 198 

of generator i, and ௜ܲ
௧ is the power generation of unit i at time t (i = 1, 2, …, N and t = 1, 2, …, T). The cost 199 

related to the starting-up of a determined generator could be modelled by using the simplified expression 200 
of equation (2), 201 

௜௧ܥܷܵ = ቊ
ܵܪ ௜ܷ; ௢ܶ௙௙,௜

௧ ≤ ܦܯ ௜ܶ + ܵܥ ௜ܶ

ܵܥ ௜ܷ;  ௢ܶ௙௙,௜
௧ > ܦܯ ௜ܶ + ܵܥ ௜ܶ

                                                  (2) 202 

where ܷܵܥ௜௧ is starting-up cost, ܵܪ ௜ܷ
௧ is the hot startup cost, ܵܥ ௜ܷ

௧ is the cold startup cost, ݅ܶܵܥ is the cold 203 
startup time of unit i at time t. The variables ௢ܶ௡,௜

௧  and ௢ܶ௙௙,௜
௧  are calculated by means of equations (3) and 204 

(4). 205 

௢ܶ௡,௜
௧ = ቊ ௢ܶ௡,௜

௧ + 1; ௜ܷ
௧ = 1

0;               ௜ܷ
௧ = 0

                                                              (3) 206 

௢ܶ௙௙,௜
௧ = ቊ ௢ܶ௙௙,௜

௧ + 1; ௜ܷ
௧ = 0

0;                ௜ܷ
௧ = 1

                                                             (4) 207 

where ௢ܶ௡,௜
௧  is the cumulative number of hours until the present instant (t) that generator i has been online, 208 

similarly ௢ܶ௙௙,௜
௧  is the cumulative number of hours until the present instant (t) that generator i has been 209 

offline. ܷܯ ௜ܶ and ܦܯ ௜ܶ are minimum up time and minimum down time of unit i, respectively. ௜ܷ
௧ is the 210 

status of unit i at time t, where 0 represents de-committing, while 1 represents the committing of respective 211 



generation unit. In each time step, power production of a determined unit is constrained by the maximum 212 
and minimum capacity of the unit and its corresponding ramp constraint. This is mathematically expressed 213 
through equations (5)-(7). 214 

௜ܲ
௠௜௡ ≤ ௜ܲ

௧ ≤ ௜ܲ
௠௔௫; ௜ܷ

௧ = 1                                                           (5) 215 

௜ܲ
௧ − ௜ܲ

௧ିଵ ≤ ܷܴ௜; ௜ܷ
௧ = 1  ௜ܷ

௧ିଵ = 1                                                      (6) 216 

௜ܲ
௧ିଵ − ௜ܲ

௧ ≤ ;௜ܴܦ  ௜ܷ
௧ = 1  ௜ܷ

௧ିଵ = 1                                                      (7) 217 
where ௜ܲ

௠௜௡ , and ௜ܲ
௠௔௫ are the minimum and maximum power production of unit i, respectively. 218 

Meanwhile, ܷ ܴ௜ and ܴܦ௜ are ramp up and down of unit i, respectively. The ramp constraints during starting-219 
up and shutting down of determined generators are represented by using the constraints of equations (8) 220 
and (9), 221 

௜ܲ
௧ ≤ ܷܴܵ௜; ௜ܷ

௧ = 1 ௜ܷ
௧ିଵ = 0                                                           (8) 222 

௜ܲ
௧ ≤ ௜; ௜ܷܴܦܵ

௧ = 1 ௜ܷ
௧ାଵ = 0                                                           (9) 223 

where ܷܴܵ௜ and ܴܵܦ௜ are startup ramp and shutdown ramp of unit i, respectively. Typically, thermal units 224 
have to be online or offline during a determined time length, this restriction is incorporated by using the 225 
equations (10) and (11),  226 

௢ܶ௡,௜
௧ ≥ ܷܯ ௜ܶ                                                                            (10) 227 

௢ܶ௙௙,௜
௧ ≥ ܦܯ ௜ܶ .                                                                           (11) 228 

Wind power generation is modelled as controllable source, where the maximum capacity is defined by 229 
the available wind power obtained from the forecasting process. This idea is expressed in equation (12), 230 

0 ≤ ܹ௧ ≤ ௠ܹ௔௫
௧                                                                            (12) 231 

where ܹ௧ is the wind power production determined from the optimization process and ௠ܹ௔௫
௧  is the 232 

forecasted wind power production. 233 
2.2. Power Converter 234 

The connection between the ESS and the power grid of the insular system is carried out using electronic 235 
power converters. The technology of this connection device can be divided into three different categories: 236 
standard, multilevel, and multiport topologies. Standard topology is divided into single-stage and double-237 
stage. Single-stage is the simplest topology that consists of a bidirectional DC/AC converter, while double-238 
stage consists of a DC/DC stage and a DC/AC stage. The DC/DC stage adjusts the DC voltage to a 239 
reasonable level, so that DC/AC stage can be connected directly to the distribution system. 240 

Multilevel topology allows the obtaining of the required AC voltage from several levels of DC voltages. 241 
On the other hand, multiport topology is provided with a single-stage with multiple ports, which can 242 
interface the ESS with the grid in a reduced number of stages, improving the efficiency with a reduced cost 243 
and a simple control strategy [21].  244 

In a general sense, the efficiency of the DC-to-AC conversion process depends on the load to be supplied, 245 
DC voltage, and temperature [22]. The simplified model used in this paper estimates the efficiency of the 246 
power converter by means of equation (13) [23], 247 

௩ߟ = ௩ܲ

݉଴ ௩ܲ
௥௔௧௘ௗ + (1 + ݉ଵ) ௩ܲ

                                                             (13) 248 

where ߟ௩ is the efficiency of the power converter, ௩ܲ
௥௔௧௘ௗ is the rated power of the inverter and ௩ܲ is the 249 

power through the inverter. ݉ ଴ and ݉ ଵ are parameters to be determined by using experimental information, 250 
the values assumed here are ݉଴ = 0.0119 and ݉ଵ = 0.0155. 251 
2.3. VRB and Charge Controller Model 252 

In VRB storage technology, energy and power are independents each other, giving more flexibility to 253 
improve power system operation. The rated power is determined by the capacity of the VRB stack, while 254 
the total energy to be stored is determined by the amount of electrolyte. Besides of this, state-of-charge 255 
(SOC) can be determined with precision by means of the amount of electrolyte remaining. Other important 256 
feature is its fast response due to the speed of the chemical reaction [24, 25].  257 

In general sense, VRB is important to improve the operation of isolated system as well as grid-connected 258 
systems with high penetration of renewable power sources [26]. In this paper, SOC of VRB is estimated by 259 
using equation (14), 260 



௧ܥܱܵ = ௧ିଵܥܱܵ + ௕ܲ௧
௧ ݐ∆
௠௔௫ܧ

 261 (14)                                                           ܨ௕ߟ

where ܱܵܥ௧ is the state of charge of VRB at time t, ௕ܲ௧
௧  is the power to charge or discharge VRB, positive 262 

to the charge and negative during discharge, ܧ௠௔௫ is the maximum energy to be stored on VRB, ∆ݐ is the 263 
time step of the simulation, ߟ௕ is the efficiency of VRB, and ܨ is the control factor, this factor represents 264 
the actions carried out by the charge controller during the charge process. Mathematical definition of factor 265 
 is presented in equation (15), 266 ܨ
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 267 

where ௠ܲ௔௫ is  the rated power of VRB stack, ݉ଶ and ݉ଷ are parameters to define how charge controller 268 
manage the charge process. In this paper, considering some experience from lead acid batteries these 269 
parameters were fixed to ݉ଶ = 20.73 and ݉ଷ = 0.55 [27]. ܱܵܥ௠௜௡ and ܱܵܥ௠௔௫ are the minimum and 270 
maximum SOC allowed to be reached by VRB. Typically, ܱܵܥ௠௔௫ = 0.9 according to the suggestions of 271 
the manufacturers. Equations (14) and (15) are expressed as single non-linear equation, which is solved by 272 
using Bisection method in order to determine ܱܵܥ௧. 273 

In order to illustrate the operation of the charge controller, the charging process of a VRB of 7 kW/40 274 
kWh was simulated. SOCmin and SOCmax are assumed to be 0.2 and 0.9, respectively, while the charge and 275 
discharge efficiencies (ηb) were assumed to be 0.8. Charge process was simulated considering different 276 
initial SOC between 0.2 and 0.8. The results from the simulations are presented in Fig. 2. The proposed 277 
model described in equations (14) and (15) was used to estimate the power required from the grid to charge 278 
the VRB, considering the effects of the charge controller. It is possible to observe how the charge controller 279 
gradually reduces the power absorbed from the grid as the VRB reaches its maximum SOC. This explains 280 
the role of the term F introduced in equation (15). 281 

“Figure 2” 282 
3. UC Problem Incorporating BESS 283 

As was stated before in the introduction section, the proposed approach consists of two main steps: in 284 
the first step, the excess of power generation and the curtailed wind power are estimated from the solution 285 
of the UC problem, without taking the BESS into account; then, in the second step, the management of the 286 
BESS is carried out considering the excess of energy generated and the curtailed wind power obtained from 287 
the first step. In the following subsections, the proposed approach and the methodology used to solve UC 288 
problem are described. 289 
3.1. Proposed Approach 290 

The proposed methodology in this paper aims to store the excess of power generated and the curtailed 291 
wind power during low load periods, in order for this excess of power stored to be discharged during high 292 
energy demand periods. The proposed methodology can be applied by implementing the algorithm 293 
presented as follow: 294 

Step 1: Solve UC problem by priority list (PL) method without considering BESS, from the solution 295 
determine the excess of thermal power generation (ܩܶܧ௧) for each time instant t. The term ܩܶܧ௧ is the 296 
excess of thermal power generation. This excess of energy is produced when load demand is lower than the 297 
minimum power generation of the committed units. Typically, this excess of energy is consumed by the 298 
dump load; however, it could be used for charging BESS. 299 

Step 2: Determine the available charging power of BESS (ܲܥ௧), applying equation (16), 300 
௧ܲܥ = ௧ܩܶܧ + ( ௠ܹ௔௫

௧ −ܹ௧)                                                           (16) 301 
Step 3: Create the binary vector of battery state according to the available charging power (ܵܤௐ஼

௧ ). In 302 
this vector, 1 means charging and 0 means discharging.  303 

If there is power to charge, BESS (ܲܥ௧ ௐ஼ܵܤ ;(0 < 
௧  = 1, in other case ܵܤௐ஼

௧  = 0. In other words, if there 304 
is power available, BESS should be charged, in the contrary case, BESS should be discharged to minimize 305 
fuel consumption. Fig. 3 illustrates how to build this vector under different operating conditions. 306 



“Figure 3” 307 
Step 4: Create the vector of binary state according to the shape of the load profile (ܤ ௦ܵ௛௔௣௘

௧ ). As is shown 308 
in Fig. 4, the state of BESS is determined taking into account the geometry of the profile. Let ܦ௔௩௚ be the 309 
average value of the hourly load which is the mean value of the load profile over the entire horizon of 310 
forecasting; if ܦ௧ < ܦ௔௩௚, load should be increased, while in the contrary case, load should be reduced. This 311 
strategy makes the shape of the load profile uniform, while reduces the commitment of thermal units. 312 

“Figure 4” 313 
Step 5: Once vectors ܵܤௐ஼

௧  and ܤ ௦ܵ௛௔௣௘
௧  have been built, the reference power of BESS (ܴܲ௧) is created. 314 

This vector is the power set point of BESS for a determine time instant t. For any value of t; if  315 
ܤ ௦ܵ௛௔௣௘

௧  = 0 and ܵܤௐ஼
௧  = 0, ܴܲ௧  = ௠ܹ௔௫

௧ ௧ܦ− , else ܴܲ௧ = ܲܥ௧. In this step is guaranteed that BESS is 316 
discharged only in those time period so that the load profile becomes flattened. After this, the signal of 317 
reference to the BESS is completed. Positive elements of ܴ ܲ௧ correspond to charge periods; while, negative 318 
elements correspond to discharge periods. The signal ܴܲ௧ obtained is illustrated in Fig. 5. 319 

“Figure 5” 320 
Step 6: Using ܴ ܲ௧, the periods of charge and discharge are defined. In the case presented in Fig. 5, charge 321 

period corresponds to the hours between ti and to, while discharge period corresponds to the hours between 322 
to and tf. Considering the initial SOC (SOCt = 0); if the next period corresponds to a charging one, SOC at 323 
the end of this period is estimated by using the BESS model of Section 2. On the contrary, if the next period 324 
corresponds to discharge, the energy stored into BESS to be discharged (ܧ௢) is estimated by using equation 325 
(17), 326 

௢ܧ = ௧ܥܱܵ) − ௠௔௫ܧ(௠௜௡ܥܱܵ                                                        (17) 327 
and the discharge power ( ௗܲ) is determined from equation (18), 328 

௢ܧ
௕ߟ

= ෍ |max (ܹ௧ ௧ܦ− , − ௗܲ)|∆ݐ

௧ ୀ ௧೑

௧ ୀ ௧೚

                                                     (18) 329 

where variable ௗܲ  is limited between 0 and a determined value ( ௗܲ ,௠௔௫
௢ ). In this step, the variable ௗܲ,௠௔௫

௢  is 330 
assumed to be equal to Pmax (0 ≤ ௗܲ  ≤ ௗܲ ,௠௔௫

௢ ). The value of the variable ௗܲ  is determined from equations 331 
(17) and (18) by means of Bisection method. 332 

Step 7: Using the value of ௗܲ  obtained in Step 6, the behavior of BESS is estimated by evaluating the 333 
VRB model of Section 2. The power exchanged between BESS and the power system (see Fig. 2) obtained 334 
from VRB model is represented by the variable ܲ ஻ாௌௌ

௧ . The power absorbed or supplied by VRB considering 335 
the effects of charge controller are saved in the variable ஻ܲாௌௌ

௧  through the hourly cycle. 336 
Step 8: When BESS is incorporated to the UC problem, it is assumed to be the unit with highest priority 337 

in the system, so that the power to be supplied by thermal units and wind generator (ܩ௧) is assigned 338 
according to the equation (19), 339 

௧ܩ = ௧ܦ + ஻ܲாௌௌ
௧                                                                        (19) 340 

where variable ஻ܲாௌௌ
௧  has the same sign convention of the vector ௕ܲ௧

௧ . 341 
Step 9: Now, the UC problem is solved considering the time series (ܩ௧) instead of ܦ௧. The excess of 342 

thermal generation (ܩܶܧ௧) is checked. If there is some excess of electricity, the maximum power to be 343 
discharged previously estimated in Step 6 ( ௗܲ ,௠௔௫

௢ ) is limited to a new value ( ௗܲ,௠௔௫
௙ ) and calculated 344 

according to equation (20): 345 

ௗܲ,௠௔௫
௙ = ห ௗܲ ,௠௔௫

௢ ห − max(ܩܶܧ௧)                                                       (20) 346 
This reduction in the maximum discharging power allows us to reduce the excess of electricity. After this 347 
process, go to Step 6 assigning the value of ܲ ௗ,௠௔௫

௢  with the value of ܲ ௗ,௠௔௫
௙  previously calculated in equation 348 

(20). In other words, make the assignment ௗܲ ,௠௔௫
௢  ← ௗܲ,௠௔௫

௙ .  349 
On the contrary, if the excess of power generation is equal to zero and ܲ ௗ  is different of zero, the scheduling 350 
process has finished. However, if excess of electricity is higher than zero and Pd → 0, this energy surplus 351 
will be absorbed by dump load ܮܦ௧. 352 
 353 
 354 



3.2. Solving UC Problem by PL Method 355 
The UC is an optimization problem that consists on minimize the total generation cost, which is 356 

expressed by means of the variable (ݖ) in equations (21), 357 

ݖ = ෍෍ ௜݂
௧ + −௜௧(1ܥܷܵ ௜ܷ

௧) ௜ܷ
௧

ே

௜ୀଵ

்

௧ୀଵ

                                                        (21) 358 

This optimization problem is constrained to the general characteristics of thermal generators that have 359 
been described in equations (2)-(12) in Section 2. Other important constraints are related to the spinning 360 
reserve and power balance, which are presented in equations (22) and (23), 361 

෍ ௜ܲ
௧,௠௔௫

௜ܷ
௧

௜ୀே

௜ୀଵ

−෍ ௜ܲ
௧

௜ܷ
௧

௜ୀே

௜ୀଵ

≥ (௧ܦ)ܴܵ (௧ܹ)ܧܨܹ+ + )ܧܨܤ ஻ܲாௌௌ
௧ )                      (22) 362 

෍ ௜ܲ
௧

௜ܷ
௧ + ܹ௧ + ௕ܲ௧

௧ = ௧ܦ ௧ܮܦ+                                                        (23)
௜ୀே

௜ୀଵ

 363 

where ௜ܲ
௧,௠௔௫ is the maximum power production of unit i at time t, considering the ramp rate constraints. 364 

ܴܵ is the spinning reserve, ܹܧܨ is the increment in spinning reserve due to wind power forecasting error, 365 
and ܧܨܤ is the increment in spinning reserve due to the uncertainty in the power to be discharged from 366 
BESS.  367 

As the BESS is charged from the curtailed wind generation which has uncertainty, the amount of power 368 
to be discharged during the periods of high load demand will have uncertainty. Hence, this uncertainty on 369 
the power to be discharged is compensated by means of the BFE term. The PL method offers a near-optimal 370 
solution to the UC problem in a reduced computational time. In particularly, in cases with a high integration 371 
of renewable sources, where the load to be supplied by thermal generators is low, the PL method can 372 
provide a reasonable solution, in contrast with other methodologies that have great difficulty in finding a 373 
feasible solution [28].  374 

Recently, this method has evolved in an important manner. In [29] is proposed a methodology in which 375 
thermal generators are committed by following a probability distribution function. In [30] is proposed a 376 
method that combines an improved version of the PL method, and an augmented Hopfield Lagrange (AHL) 377 
neural network. In [31], an improved pre-prepared power demand (IPPD), in combination with the Muller 378 
method, was introduced. In [32] is proposed a combination based on an improved Lagrangian relaxation 379 
(ILR) and AHL.  380 

The PL method consists of several steps that allow us to obtain a cost-effective and feasible solution to 381 
the UC problem. These steps are primary unit scheduling, minimum up/down time repair, spinning reserve 382 
repair, shutdown repair, unit substitution, and the shutdown of the power surplus. A brief description of 383 
these steps is described as follow. 384 
3.2.1. Primary Unit Scheduling 385 

In PL method, all generators are committed according to their average production cost ( ௜݂
௔௩௚) that is 386 

defined by equations (24) and (25), 387 

௜݂
௔௩௚ =

ܽ௜ + ܾ௜൫ ௜ܲ
௔௩௚൯ + ܿ௜൫ ௜ܲ

௔௩௚൯ଶ

௜ܲ
௔௩௚                                                     (24) 388 

௜ܲ
௔௩௚ = ௜ܲ

௠௔௫

2
ቆ1 + ௜ܲ

௠௜௡

௜ܲ
௠௔௫ቇ                                                              (25) 389 

where ௜ܲ
௔௩௚ is the average power generation of unit i. An initial approximation to UC problem is obtained 390 

by following the next algorithm: 391 
Step 1: Built the matrix to save the primary unit scheduling (ܷܲ ௜ܵ

௧), this matrix has N + 1 rows and T 392 
columns; an additional row is added in order to consider the production of the wind generation. The values 393 
of all the elements in this matrix that corresponds to thermal generators are assumed to be zero. 394 

Step 2: Establish the order at which the units will be committed, this is carried out using ௜݂
௔௩௚  index 395 

presented in equation (24). 396 
Step 3: Set t ← 1. 397 
Step 4: According to the priority list of Step 2, the first generator of the list is chosen by setting i ← 1. 398 
Step 5: Set ܷܲ ௜ܵ

௧ ← 1. 399 



Step 6: Check the maximum capacity committed in Step 4 without considering the ramp constraints. If 400 
the spinning reserve constraint is not fulfilled and i ≤ N; set i ← i + 1 and go to Step 5; else if t ≤ T set 401 
t ← t + 1 and go to Step 4; else stop. 402 
3.2.2. Minimum Up/Down Time Repairing 403 

The initial approximation obtained from the primary unit scheduling procedure described before does 404 
not satisfy the minimum up/down time constraint. For this reason, a repairing process has to be introduced. 405 
An example of the repairing process of minimum up time constraint is shown in Fig. 6, where the rows that 406 
correspond to the unit i of the matrices ܷܲ ௜ܵ

௧ and ௜ܷ
௧ are presented. In order to fulfill the condition MUT = 407 

5 this unit is committed during for four additional hours.  408 
“Figure 6” 409 

Fig. 7 illustrates the methodology to repair those cases where minimum down time constraint is violated. 410 
In this case, generator i should be offline during at least three hours (MDT = 3) so that, in order to fulfil this 411 
constraint unit i is committed during two additional hours. 412 

“Figure 7” 413 
In [30] a complete algorithm to repair minimum up/down time constraint has been developed and it will be 414 
used in this paper. This will be briefly described next: 415 

Step 1: Using the matrix ܷܲ ௜ܵ
௧, estimate the cumulative number of hours that unit i has been online 416 

( ௢ܶ௡,௜
௧ ) and offline ( ௢ܶ௙௙,௜

௧ ), using equations (3) and (4), respectively. 417 
Step 2: Set t ← 1. 418 
Step 3: Set i ← 1. 419 
Step 4: If (ܷܲ ௜ܵ

௧ = 0) and (ܷܲ ௜ܵ
௧ିଵ = 1) and ( ௢ܶ௡,௜

௧ ܷܯ >  ௜ܶ); set ௜ܷ
௧ ← 1. 420 

Step 5: If (ܷܲ ௜ܵ
௧ = 0) and (ܷܲ ௜ܵ

௧ିଵ = 1) and (ݐ + ܦܯ ௡ܶ − 1 ≤ T) and ( ௢ܶ௙௙,௜
௧ାெ஽்೔ିଵ< ܦܯ ௜ܶ); set ௜ܷ

௧ ← 1. 421 
Step 6: If (ܷܲ ௜ܵ

௧ = 0) and (ܷܲ ௜ܵ
௧ିଵ = 1) and (ݐ + ܦܯ ௜ܶ − 1 > T) and (∑ ܷܲ ௜ܵ

௞்
௞ୀ௧  > 0); set ௜ܷ

௧ ← 1. 422 
Step 7: Estimate the matrices ௢ܶ௡,௜

௧  and ௢ܶ௙௙,௜
௧ . 423 

Step 8: If (i < N); set i ← i + 1 and go to Step 4. 424 
Step 9: If (t < T); set t ← t + 1 and go to Step 3; else stop. 425 

3.2.3. Spinning Reserve Repairing 426 
The scheduling obtained from the primary unit scheduling and the repairing of minimum up/down time 427 

constraint could not fulfil the spinning reserve requirements due to the effects of the ramp rates of the 428 
different generators. To overcome this problem, more generation is added by the following algorithm:  429 

Step 1: For t = 1, 2, …, T, verify spinning reserve requirements using equation (22). 430 
Step 2: Create a list with those hours at which spinning reserve requirements are not fulfilled. The 431 

number of elements of this list is represented by the variable B. 432 
Step 3: If (B > 0); create a table with B rows and two columns. This table will save the generators and 433 

hours at which they should be committed in order to fulfil the spinning reserve requirements. In other case; 434 
stop. 435 

Step 4: The list created in Step 2 is saved in the second column of the table created in Step 3. 436 
Step 5: For each element of the list created in Step 2, identify the potential generators to be committed 437 

according to the priority list. These generators are saved in the first column of the table created in Step 3. 438 
Step 6: The first two elements (first element of column one and two) of the table previously filled are 439 

selected. Then, the condition of the corresponding unit is changed from offline to online. 440 
Step 7: As the condition of this unit has changed, the repairing of minimum up/down time constraint is 441 

carried out in order to fulfil these constraints. 442 
Step 8: Go to Step 1. 443 

3.2.4. Shutdown Repairing 444 
At this stage, it is likely that some generators could not be shut down because of the violation of the 445 

respective condition. To solve this problem, it is necessary gives more time of operation to these units so 446 
that they can be lead offline. The repairing process used in this paper is explained as follow: 447 

Step 1: For t = 1, 2, …, T, verify the violation of shutdown ramp constraint using equation (9). 448 
Step 2: Create a list with those generators at which shutdown ramp constraint is violated and the 449 

corresponding hours that should be additionally committed in order to fulfil this constraint. This list is saved 450 
in a table whose first column represents the units and second column represents the additional hours that 451 
they should be committed. 452 



Step 3: If the list is not empty, the first two elements (first element of column one and two) of the table 453 
previously filled are selected. Then, the condition of the corresponding unit is changed from offline to 454 
online. On the contrary, stop. 455 

Step 4: As the condition of this unit has changed, the repairing of minimum up/down time constraint is 456 
carried out in order to fulfil these constraints. 457 

Step 5: Go to Step 1. 458 
3.2.5. Unit Substitution 459 

During in peak hours, some units are committed during more hours than those required in order to fulfil 460 
minimum up time constraint. This situation could be easily understood by analysing Fig. 6, where the 461 
corresponding unit has been committed during four additional hours to fulfil minimum up time constraint. 462 
However, a cheaper scheduling could be obtained by using another unit with minimum up time of one hour. 463 

In order to identify those generators to be substituted, the matrix ܪܥ௜௧ of the changes in the primary unit 464 
scheduling due to the repairing of minimum up/down time constraint is created. ܪܥ௜௧ is calculated from the 465 
subtraction between ௜ܷ

௧ and ܷܲ ௜ܵ
௧. Another matrix ( ௜ܵ

௧) is built in order to store the units and the 466 
corresponding hours at which they are going to be substituted, this matrix has a similar structure to the 467 
matrix ௜ܷ

௧ in the sense that both of them are binaries. If a determined unit i will be substituted at the time t, 468 
௜ܵ
௧  = 1; on the other hand, if this generators is not going to be substituted, ௜ܵ

௧  = 0. 469 
An extended analysis of a unit with ܷܯ ௜ܶ = 3 is presented in Fig. 8, the rows of the matrices ܷܲ ௜ܵ

௧, ௜ܷ
௧, 470 

௜௧, ௢ܶ௡,௜ܪܥ
௧ , and ௜ܵ

௧  in the time interval between t = 1 and t = 7 are presented. It is possible observe that in t 471 
= 3, matrix ܪܥ௜ଷ = 0, this allows to recognize any change in the scheduling. Moreover, ܶ ௢௡,௜

ଷ  = 1 and  ௢ܶ௡,௜
଺  = 472 

0, these values are obtained because unit i is committed during its minimum up time. Other important point 473 
is that ∑ ௜௧଺ܪܥ

௧  = 2 which is higher than 0, this reflects the number of changes in the scheduling. The 474 
elements of ௜ܵ

௧  between t = 3 and t = 5 are equal to 1. 475 
“Figure 8” 476 

This illustrative example allows us developing an algorithm to know the generators to be substituted and 477 
the corresponding hours, this algorithm is presented next: 478 

Step 1: Calculate the matrix ܪܥ௜௧ as the subtraction between ௜ܷ
௧ and ܷܲ ௜ܵ

௧. 479 
Step 2: Initialize the matrix ௜ܵ

௧  to zero. 480 
Step 3: Set n ← 1. 481 
Step 4: Set t ← 1. 482 
Step 5: If (ܪܥ௜௧ = 0) and ( ௢ܶ௡,௜

௧  = 1) and (ݐ ܷܯ+ ௜ܶ < T) and ( ௢ܶ௡,௜
௧ାெ௎்೔ = 0) and (ܷܯ ௜ܶ > 1) and 483 

(∑ ௜௧ܪܥ
௧ାெ௎்೔ିଵ
௧  > 0), the elements of ௜ܵ

௧  from ݐ to ݐ ܷܯ+ ௜ܶ − 1 are assigned to 1; else if (ܪܥ௜௧ = 0) and 484 
( ௢ܶ௡,௜

௧  = 1) and (ݐ + ܷܯ ௜ܶ − 1 = T) and ( ௢ܶ௡,௜
௧ାெ௎்೔ିଵ = ܷܯ ௜ܶ) and (ܷܯ ௜ܶ > 1) and (∑ ௜௧ܪܥ

௧ାெ௎்೔ିଵ
௧  > 0), the 485 

elements of ௜ܵ
௧  from ݐ to ݐ + ܷܯ ௜ܶ − 1 are assigned to 1; else go to Step 6. 486 

Step 6: If (t < T), set t ← t + 1 and go to Step 5; else go to Step 7. 487 
Step 7: If (i < N), set i ← i + 1 and go to Step 4, else stop. 488 
From the matrix ௜ܵ

௧ , the units that could be substituted are recognized. Then, all procedures described 489 
before are repeated; however, if the unit substitution process leads to a more expensive scheduling, the 490 
process is stopped. 491 
3.2.6. Shutdown Excess of Committed Capacity 492 

As can be observed in Figures (6) and (7), the repairing of minimum up/down time constraints produce 493 
an excess of spinning reserve which increments the total operation cost. In this procedure, this excess of 494 
committed capacity is found and shutdown to reduce operating costs. This is carried out by applying the 495 
algorithm described next: 496 

Step 1: For t = 1, 2, …, T, verify the excess of spinning reserve using equation (22). 497 
Step 2: Create a list with those hours with excess of spinning reserve. The number of elements of this 498 

list is represented by the variable J. 499 
Step 3: Set m ← 1. 500 
Step 4: Considering the element m in the list created in Step 2, the most expensive generator is recognized 501 

and chosen as a candidate to be de-committed. If ௢ܶ௡,௜
௧  is higher than ܷܯ ௜ܶ, the generator i is de-committed. 502 

Step 5: As a consequence of the Step 4, the unit scheduling is changed so that minimum up/down time 503 
constraint is repaired. 504 

Step 6: Considering the scheduling obtained from Step 5, start/shutdown ramp constraints and spinning 505 
reserve are verified through equations (9) and (22), respectively. If at least one constraint is violated, the 506 
condition of the corresponding element is changed from 0 to 1. 507 



Step 7: If (m < J), set m ← m + 1 and go to Step 4; else stop. 508 
4. Case Study 509 

The proposed strategy for the management of a BESS is illustrated by analysing a small-capacity insular 510 
power system of 5 diesel units, whose characteristics are presented in Table 1. These characteristics were 511 
obtained by using information provided by the manufacturers, although other costs, such as starting-up 512 
costs, have not been considered. Moreover, start-up and shutdown ramp rates and operating ramp rates have 513 
not been taken into account. Furthermore, it is assumed that these generators can deal with sudden changes 514 
in the load to be supplied. For all generators, minimum up/down times was assumed to be equal to 1 h. 515 

“Table 1” 516 
The time horizon of the scheduling process is 168 h (T = 168 h) that corresponds to one week. The wind 517 

power forecasted is presented in Fig. 9, while a forecasting error of 15% was assumed. The spinning reserve 518 
requirements were assumed to be 10% (ܴܵ = 0.1). The BESS is composed of a power inverter of 2000kW, 519 
and a VRB of 2000 kW/8000 kWh. The charge controller is settled to maintain SOC between 15% and 90% 520 
 and the efficiency of VRB was assumed to be equal to 80% during 521 ,(௠௔௫ = 0.9ܥܱܵ ௠௜௡ = 0.15 andܥܱܵ)
charge and discharge processes (ߟ௕ = 0.8). The initial SOC of the VRB was assumed 15%. The increment 522 
in the spinning reserve, as a result of the wind power forecasting error (ܹܧܨ) and uncertainty in the power 523 
obtained from BESS (ܧܨܤ) was assumed to be equal to the forecasting error. 524 

“Figure 9” 525 
Fig. 10 shows the power interchange ( ஻ܲாௌௌ

௧ ) between the BESS and the insular power system, while 526 
Fig. 11 shows the SOC of the VRB. On the one hand, it is possible to observe how the power available 527 
from the curtailed wind power is used to charge the VRB, and how the charge controller limits the SOC to 528 
90% by reducing the charge power, specifically between t = 147 h and t = 165 h. On the other hand, it is 529 
possible to see how the proposed strategy controls the discharging process by adjusting the discharging 530 
power to a fixed value. Something relevant happens between t = 77 h and t = 143 h, where the VRB is 531 
discharged. However, the power interchanged with the system is almost zero ( ஻ܲாௌௌ

௧  → 0), and this loss of 532 
power is a result of the low efficiency of the power inverter at this load.  533 

“Figure 10” 534 
“Figure 11” 535 

Fig. 12 shows the load to be supplied by the thermal units and the wind generator when the BESS is 536 
incorporated. It is possible to see how the controlled discharge of the VRB by means of a uniform 537 
discharging power reduces the energy demand, particularly during the second and third days of our 538 
scheduling.  539 

“Figure 12” 540 
Tables 2 and 3 show the power production of the thermal units and the wind generators during day 2. In 541 

these tables it is possible to see how the incorporation of BESS reduces the power to be supplied by the 542 
thermal units, while it improves the accommodation of the wind power generation. Those generators 543 
removed from the scheduling owing to the operation of the BESS are presented in bold. 544 

“Table 2” 545 
“Table 3” 546 

Over the scheduling horizon, fuel consumption without incorporating the BESS is 115755.80 liters, 547 
while the incorporation of the BESS reduces this value to 113784.30 liters, which represents a fuel saving 548 
of 1971.50 litres, about 2%.  549 

Moreover, curtailed wind power without incorporating the BESS is 99620.70 kWh, while the after 550 
integration of the BESS, wind power curtailment is reduced to 79340.90 kWh. This represents an 551 
improvement in the wind power use of about 20%, which is significant.  552 

Fig. 13 shows the analysis of BESS between t = 1 and t = 32, where on the left hand side it is shown the 553 
comparison between the available power to be stored on BESS, while on the right hand side, SOC of BESS 554 
is presented. From the analysis of the available energy comparison, an important difference between the 555 
available and stored energy can be seen; especially at t = 29, where the available power is 3939 kW, while 556 
stored power is 1530 kW. At this moment, ܱܵܥ௧ୀଶଽ = 0.704 is near to the established limit of 0.9; this 557 
behavior is highly influenced by the operation of the charge controller. In general sense, the amount of 558 
power to be curtailed from renewable resources have been reduced; however, not all the amount of power 559 
dispatched from renewable sources is effectively stored on BESS due to its operational limitations such as 560 



minimum and maximum SOC, and the charge controller operation, which leads to a limited reduction on 561 
fuel consumption of thermal generators. 562 

“Figure 13” 563 
The proposed approach was implemented in MATLAB programming language, using a standard PC 564 

with an i7-3630QM CPU at 2.40 GHz, 8 GB of RAM and 64-bit operating system. The computational time 565 
required to carry out this scheduling was only about 4 minutes. 566 
5. Conclusions 567 

In this paper, a new control strategy to be used in the weekly scheduling of insular power systems with 568 
BESSs was presented. The methodology proposed incorporated the effects of the most relevant elements 569 
such as thermal generators, wind power generation, power converter, charge controller and VRB. The 570 
proposed method consisted of two major steps: in the first step, the UC problem is solved without taking 571 
into account the BESS, and from this procedure the total energy available to charge the BESS is estimated; 572 
in the second step, using the estimated energy available obtained in the first step, the BESS is incorporated 573 
into the UC problem. The effectiveness of the proposed approach was illustrated by means of the scheduling 574 
of a 5-units system during one week. In comparison with the case without a BESS, a fuel saving of 2% 575 
could be reached from the integration of the BESS, while the accommodation of wind power generation 576 
could be improved by 20%, which was significant, for a CPU time of only 4 minutes. 577 
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Figures Captions 653 

 654 
Figure 1 655 
Architecture of the power system under analysis. 656 

 657 
Figure 2 658 
SOC and charging power simulation. 659 
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 660 
Figure 3 661 
Charge and discharge periods according to the wind power curtailed. 662 

 663 
Figure 4 664 
Charge and discharge periods according to the load profile. 665 

 666 
Figure 5 667 
Reference power of BESS. 668 
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 669 
Figure 6 670 
Repairing minimum up time constraint. 671 

 672 
Figure 7 673 
Repairing minimum down time constraint. 674 

 675 
Figure 8 676 
Selection of the units to be substituted. 677 

 678 
Figure 9 679 
Hourly aggregated wind power generation. 680 
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 681 
Figure 10 682 
Power from / to BESS. 683 

 684 
Figure 11 685 
State-of-charge behavior. 686 

 687 
Figure 12 688 
Load to be supplied by thermal and wind generators. 689 
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 690 
Figure 13 691 
Performance of BESS between t=1 and t=32.  692 

-2000

-1500

-1000

-500

0

500

1000

1500

2000

0 50 100 150 200

Po
w

er
 (k

W
)

Time (h)

0
500

1000
1500
2000
2500
3000
3500
4000
4500

0 10 20 30 40

Po
w

er
 (k

W
)

Time (h)

Available
Stored

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 5 10 15 20 25 30 35

St
at

e 
of

 c
ha

rg
e

Time (h)



Tables Captions 693 

Table 1 694 
Characteristics of thermal generators. 695 

i ௜ܲ
௠௜௡(kW) ௜ܲ

௠௔௫(kW) ܽ௜(L/h) ܾ௜(L/h) ܿ௜(L/kW2h) 

1 3150 6300 101.95 0.0868 0.000001 

2 528 1056 45.2 0.1699 0.00004 

3 482.5 965 13.1 0.2555 -0.000009 

4 600 1200 38.8 0.1995 0.00003 

5 640 1280 53.1 0.1981 0.00002 

Table 2 696 
Unit scheduling of day 2 without incorporating BESS (MW). 697 

i 
Time (h) 

25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 

1 3.15 3.24 3.15 3.15 3.15 3.15 3.15 3.15 3.28 5.39 5.21 5.85 5.41 6.30 6.08 5.84 6.22 5.43 5.55 5.50 5.20 4.78 5.30 5.26 

2 0 0 0 0 0 0 0 0 0 0.53 0.53 0.53 0.53 0.60 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0 

3 0 0 0 0 0 0 0 0 0 0 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0 0 0.48 0.48 0 0.48 0 

4 0 0 0 0 0 0 0 0 0 0 0 0.60 0 0.60 0.60 0.60 0 0 0 0 0 0 0 0 

5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Wt 3.02 2.38 2.16 2.00 2.04 2.18 2.75 3.40 4.15 2.29 2.58 1.43 2.58 1.14 1.14 1.00 1.00 2.29 2.15 1.72 2.86 3.72 1.86 1.86 

Table 3 698 
Unit scheduling of day 2 incorporating BESS (MW). 699 

i 
Time (h) 

25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 

1 3.15 3.24 3.15 3.15 3.15 3.15 3.15 3.15 3.15 5.03 5.33 6.09 5.52 6.00 5.72 6.08 5.85 5.06 5.19 5.62 5.31 4.42 5.42 5.26 

2 0 0 0 0 0 0 0 0 0 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0 

3 0 0 0 0 0 0 0 0 0 0 0 0.48 0 0.48 0.48 0.48 0.48 0 0 0 0 0 0 0 

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0.60 0.60 0 0 0 0 0 0 0 0 0 

5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Wt 3.23 2.38 2.57 3.04 3.57 3.20 3.18 3.54 3.91 2.29 2.58 1.43 2.58 1.14 1.14 1.00 1.00 2.29 2.15 1.72 2.86 3.72 1.86 1.86 
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