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Abstract

The penetration of electric vehicles (EVs) in vehicle markets is increasing; however long charging time in 

battery charging stations is an obstacle for larger adoption of EVs. In order to address this problem, battery 

swap stations (BSSs) have been introduced to exchange near-empty EV batteries with fully charged batteries. 

Refilling an EV in BSS takes only a few minutes. With decentralization of power systems, BSSs are typically 

connected to the microgrid (MG) in their neighborhood. Although the location of BSS in MG affects MG 

operation cost, to the best knowledge of the author, optimal placement of BSS has not been done from the 

perspective of MG. Therefore, in this paper, the objective is to find optimal location of BSSs in a MG with 

micro pumped hydro storage (PHS), photovoltaic, wind and geothermal units, while reactive power dispatch 

and all network constraints are considered by AC optimal power flow. The effect of BSS capacity and 

maximum charging/discharging power, BSS to MG link capacity, PHS capacity and maximum power of PHS 

unit on MG operation and optimal BSS location are investigated. DICOPT solver in general algebraic 

mathematical system (GAMS) is used to solve the formulated mixed-integer nonlinear optimisation problem. 
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Indices

                   Index of time𝑡

              Indices of buses𝑖, 𝑚

                   Index of thermal DGs𝑗

                Index of PV units𝑝𝑣

                 Index of wind units𝑤

                 Index of geothermal units𝑔𝑡

               Index of BSS units𝑏𝑠𝑠

               Index of PHS units𝑝ℎ𝑠

Sets

                  Set of buses𝑆

                 Set of buses with PHS units 𝑈

                Set of buses connected to bus 𝐵𝑖 𝑖

                 Set of thermal DGs𝐺

                Set of thermal DGs connected to bus 𝐺𝑖 𝑖

               Set of branches𝐵𝑅

              Set of branches connected to bus 𝐵𝑅𝑖 𝑖

Parameters

               Operation resolution∆𝑡

                Status of connection of bus  to point of common coupling (PCC)𝑣𝑖 𝑖

              Bid of thermal DGs for real power𝑏𝑖𝑑

        Ramp-up/down rate limit of thermal DGs𝑅𝑈/𝑅𝐷

    Minimum/maximum active power of thermal DGs𝑃𝑚𝑖𝑛/𝑃𝑚𝑎𝑥

   Minimum/maximum reactive power of thermal DGs𝑄𝑚𝑖𝑛/𝑄𝑚𝑎𝑥

          Size of BSS𝑠𝑖𝑧𝑒𝑏𝑠𝑠

               Number of BSSs𝑁𝑏𝑠𝑠

           Initial energy level of BSS 𝐸𝑏𝑠𝑠,𝑖𝑛𝑖

          Minimum allowed energy level of BSS 𝐸𝑏𝑠𝑠,𝑚𝑖𝑛

          Maximum allowed energy level of BSS𝐸𝑏𝑠𝑠,𝑚𝑎𝑥
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          Maximum allowable power flow between BSS and MG𝑃𝑏𝑠𝑠,𝑚𝑎𝑥

          Available wind power at bus  and time 𝑃 𝑤
𝑖𝑡,𝑎𝑣𝑎𝑖𝑙 𝑖 𝑡

          Available PV power at bus  and time 𝑃 𝑝𝑣
𝑖𝑡,𝑎𝑣𝑎𝑖𝑙 𝑖 𝑡

          Available geothermal power at bus  and time 𝑃 𝑔𝑡
𝑖𝑡,𝑎𝑣𝑎𝑖𝑙 𝑖 𝑡

                  Market price at PCC at time 𝜌𝑡 𝑡

       Power flow capacity of the link between MG and grid𝑃𝑔𝑟𝑖𝑑,𝑚𝑎𝑥

          Active/reactive power demand at bus  and time 𝑃𝐷
𝑖𝑡/𝑄𝐷

𝑖𝑡 𝑖 𝑡

        Phasor of series impedance of branch between buses  and 𝑍𝑖𝑚∡𝛼𝑖𝑚 𝑖 𝑚

                Susceptance of branch between buses  and  𝐵𝑖𝑚 𝑖 𝑚

            Apparent power flow limit of branch between bus  and bus 𝑆𝑙𝑖𝑚𝑖𝑚 𝑖 𝑚

       Minimum/maximum allowable voltage magnitude of buses𝑉𝑚𝑖𝑛/𝑉𝑚𝑎𝑥

       Maximum real power at bus  that may be shed𝑃𝑠ℎ𝑒𝑑𝑖,𝑚𝑎𝑥 𝑖

              Value of loss of load at time 𝑉𝑂𝐿𝐿𝑡 𝑡

            Initial energy level of PHS at bus  𝐸𝑝ℎ𝑠,𝑖,𝑖𝑛𝑖 𝑖

         Energy level of PHS at bus  at the end of scheduling horizon𝐸𝑝ℎ𝑠,𝑖,𝑓𝑖𝑛𝑎𝑙 𝑖

 Minimum/maximum allowed energy level of PHS at bus  𝐸𝑝ℎ𝑠,𝑖,𝑚𝑖𝑛/𝐸𝑝ℎ𝑠,𝑖,𝑚𝑎𝑥 𝑖

Variables

                     Availability of BSS at bus 𝑢𝑖 𝑖

    Real/reactive power flow of branch between bus  and bus  at time 𝑃𝑓𝑖𝑚𝑡/𝑄𝑓𝑖𝑚𝑡 𝑖 𝑚 𝑡

                  Apparent power of branch between bus  and bus  at time 𝑆𝑖𝑚𝑡 𝑖 𝑚 𝑡

              Real/reactive power generated by th thermal DG at time 𝑃𝑗𝑡/𝑄𝑗𝑡 𝑗 𝑡

               Power exchange between MG and grid𝑃𝑔𝑟𝑖𝑑,𝑡

             Power not supplied at bus  and time 𝑃𝑠ℎ𝑒𝑑𝑖𝑡 𝑖 𝑡

               Energy level of PHS unit at bus  and time 𝐸𝑝ℎ𝑠,𝑖𝑡 𝑖 𝑡

               Charging/discharging power of PHS unit at bus  and time 𝑃𝑝ℎ𝑠,𝑖𝑡 𝑖 𝑡

                Power absorbed by BSS from MG at bus  and time 𝑃𝑏𝑠𝑠,𝑖𝑡 𝑖 𝑡

                BSS energy level at bus  and time 𝐸𝑏𝑠𝑠,𝑖𝑡 𝑖 𝑡

               Dispatched wind power at bus  and time 𝑃𝑤
𝑖𝑡 𝑖 𝑡
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               Dispatched PV power at bus  and time 𝑃𝑝𝑣
𝑖𝑡 𝑖 𝑡

               Dispatched geothermal power at bus  and time 𝑃𝑔𝑡
𝑖𝑡 𝑖 𝑡

                     Operation cost of MG𝑂𝑃

                   Planning cost𝑂𝐹

                   Investment cost of BSS𝐼𝑁𝑉

                   Voltage phasor of buses   𝑉∡𝛿

1. Introduction

  Microgrids (MGs) have been developed to enable optimal utilisation of distributed energy resources (DERs). 

MG is a cluster of distributed generation (DG) units, energy storage systems and loads that as a single 

controllable entity can operate either autonomously or connected to an upstream grid [1]. In remote areas where 

power grids are not accessible, isolated MGs may be set up to feed local demand and in areas that power grid is 

accessible, MGs are connected to the grid and utilise power exchange capability with grid to minimise their 

operation cost [2-4]. Thanks to high penetration of renewable energy resources, MGs are more environmental 

friendly than conventional grids and typically offer higher reliability than conventional grids [5, 6].

Transportation is a sector that emits a large portion of greenhouse gases and uses a lot of fossil fuels [7-9]. 

Transportation electrification was a revolution aimed to decrease the emission of greenhouse gases and also 

decrease the reliance on fossil fuels.  The penetration of electric vehicles (EVs) is increasing; however the long 

charging time of EVs in battery charging stations (BCSs) is a barrier for their larger adoption [10]. In order to 

address this problem, battery swap stations (BSSs) were introduced to exchange near-empty EV batteries with 

fully charged batteries [10]. Refilling an EV in BSS takes only a few minutes and is not longer than refilling 

conventional vehicles in fuel stations. EVs that use BSSs do not purchase batteries, but batteries are leased to 

them, so the EV sticker price is decreased [11]. Lithium Ion is the most commonly used battery in EVs [12]. 

BSSs charge their batteries either with their own renewable power resources such as PV and wind resources or 

through a power grid/MG. In the latter case, they have the capability of power exchange with grid/MG. BSSs 

are able to charge their stocked batteries at low-price times. They offer advantages to power grids/MGs; through 

their battery to grid (B2G) capability, BSSs decrease operation cost of grid/MG, moreover, they can provide 

spinning reserve for grids/MGs [10]. An important point is that the location of BSS in a power system may 

affect power system operation cost and finding its optimal location is crucial, however this issue has been rarely 

addressed in the literature.



5

In [12], differential evolution (DE) with fitness sharing strategy has been used for optimal placement and sizing 

of BSSs from perspective of BSS owner, while the security constraints of power system are also considered. 

BSS planning problem has been formulated as a non-convex mixed-integer nonlinear programming (MINLP) 

and net present value (NPV) of the BSS project is minimised considering life cycle cost criterion. The 

penetration rate of EVs over time has been modeled as a geometric Brownian motion function and Monte Carlo 

Simulation (MCS) has been used for dealing with uncertainties. The results show that BSS causes a flatter 

demand profile for power system, while battery charging stations (BCSs) develop new peaks in demand profile.

In [13], grasshopper optimisation algorithm has been used to find optimal location and size of BSSs in power 

systems. Planning problem has been formulated as a multi-objective optimisation problem, while the objectives 

are energy loss and voltage stability, however the changes of electricity price over time has not been considered. 

Linear weighted sum (LWS) has been used for transforming the multi-objective optimisation problem into a 

single-objective optimisation problem. In order to facilitate charging of EVs in BSSs, power system has been 

sectionalized into multiple zones. The results show that grasshopper optimisation algorithm performs better than 

particle swarm optimisation (PSO), gravitational search algorithm and artificial bee colony. In [14], the route 

and BSS location are determined for a fleet of EVs so that investment cost of BSSs and shipment cost of EVs 

are minimised. The emission of EVs is to deliver goods to customers at different nodes. Each customer must be 

visited by one and only one EV. CPLEX as a mixed-integer programming (MIP) solver and Tabu search are 

used for solving the formulated optimisation problem. 

Nowadays, with decentralization of power systems and increase in the number of MGs, BSSs are commonly 

connected to the MG in their neighborhood. Considering the reviewed literature, to the best knowledge of the 

author, optimal placement of BSS in MGs has not been done from the perspective of MG. Therefore, in this 

paper, the objective is to find optimal location of BSSs in a MG with micro PHS unit, photovoltaic (PV), wind 

and geothermal DG units, while all network constraints and reactive power dispatch are considered. It is 

assumed that all facilities except for thermal DGs are owned by MG owner and the optimisation is done from 

MG perspective. DICOPT solver in general algebraic mathematical system (GAMS) has been used for solving 

the formulated mixed-integer nonlinear optimisation problem [15, 16]. The contributions of the paper are listed 

out as below.

 Optimal placement of BSSs in MGs is done from perspective of MG.

 Micro PHS unit as an energy storage system (ESS) and PV, wind and geothermal power units are used 

in the MG.

 AC optimal power flow is done and all network constraints are satisfied.
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 The effect of BSS capacity, BSS to MG link capacity, micro PHS unit capacity and maximum power of 

micro PHS unit on MG operation are investigated.

 The case study is a MG with two PV units, two wind units, two geothermal units, one micro PHS unit and one 

BSS. The rest of the paper is organised as follows; in section 2, the performance of renewable components of 

the MG and PHS units are explained. In section 3, optimal placement of BSS in MGs with PHS, PV, wind and 

geothermal units is formulated as a MINLP. The results and analysis of results can be found in section 4. 

Finally, section 5 contains the conclusions of the paper.

 

2. MG components 

In this section, the components of the MG studied in this paper are introduced. Small-scale wind and PV units 

are renewable and sustainable energy resources that are commonly used in MGs. In wind generation units, wind 

energy is used to turn turbines of distributed generators and in PV units, PV cells directly convert sunlight into 

electric power. Both wind and PV units represent volatile and intermittent sources of power and thanks to 

technological advances, have reached grid parity in very regions of the world [17, 18]. Their lifecycle emissions 

is low [19, 20].

Geothermal power is very scalable and small-scale to large-scale geothermal units may be used in MGs [21]. In 

geothermal power units, using fluid circulation methods such as magma conduits, oil wells and hot springs, the 

heat of earth is carried to the surface and used to heat working fluid that must turn the turbine of generator [22, 

23]. It is a renewable and sustainable power resource as the heat absorbed by geothermal power plants from 

earth is negligible in comparison with earth heat content [24]. The greenhouse gas emission of geothermal 

power units is less than 5% of fossil fuel-based generators [25]. It is envisioned that by 2050, geothermal power 

would supply 3-5% of global electricity demand [26].

There are diverse forms of energy storage systems [27, 28]. PHS system is considered as a well-established 

technology for large-scale electricity storage and consist of two water reservoirs in different altitudes connected 

via a penstock [29]. Typically, during low demand time periods, water is pumped to the higher basin and during 

peak times the water is released to the lower basin and the released energy turns hydro-turbine and generates 

electricity [29]. PHS systems as other energy storage systems may mitigate the volatility of renewable power 

resources in MGs and decrease their operation cost. They also enhance voltage and frequency stability of MGs 

and decrease the shadow prices.
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3. Problem formulation 

The model for planning BSSs in a grid-connected MG with PHS, PV, wind, geothermal and thermal DGs is 

characterised by (1)-(28). This is a MINLP model, wherein the planning cost as the sum of BSS investment cost 

and MG operation cost is minimised. MG operation cost consists of the cost of power purchased from thermal 

DGs, cost of power imported from upstream grid and cost of load shedding is minimised. Operation cost of 

PV, wind and geothermal units is assumed zero.

𝑂𝐹 = 𝐼𝑁𝑉 + 𝑂𝑃                      (1)

𝑶𝑷 = ∑
𝒕
∑

𝒋
𝒃𝒊𝒅𝒋𝒕𝑷𝒋𝒕∆𝒕 + ∑

𝒕
𝑷𝒈𝒓𝒊𝒅,𝒕.𝝆𝒕∆𝒕 + ∑

𝒊
∑

𝒕
𝑷𝒔𝒉𝒆𝒅𝒊𝒕.𝑽𝑶𝑳𝑳𝒊𝒕∆𝒕      (𝟐)

Power flow equations are represented as (3)-(6). Equation (3) ensures that at each bus of the MG and at each 

time, sum of power of thermal DGs, power of PV, wind and geothermal DGs, power not served to consumers, 

discharging power of PHS and BSS to MG power matches the sum of active power demand at that bus, 

charging power of PHS at that bus and power flowing out from that bus to other buses. Charging power of PHS 

is the electric power consumed to pump water to the higher basin and its discharging power is the generated 

electric power when water is released to the lower basin.

Reactive power balance equations at MG buses are represented by (4).

∑
𝑗𝜖𝐺𝑖

𝑃𝑗𝑡 + 𝑃𝑠ℎ𝑒𝑑𝑖𝑡 + 𝑃𝑤
𝑖𝑡 + 𝑃𝑝𝑣

𝑖𝑡 + 𝑃𝑔𝑡
𝑖𝑡 ‒ 𝑃𝐷

𝑖𝑡 ‒ 𝑃𝑝ℎ𝑠,𝑖𝑡 ‒ 𝑢𝑖𝑃𝑏𝑠𝑠,𝑖𝑡 + 𝑣𝑖𝑃𝑔𝑟𝑖𝑑,𝑡 = ∑
𝑚𝜖𝐵𝑖

𝑃𝑓𝑖𝑚𝑡   ∀𝑖, ∀𝑡     (3)

∑
𝑗𝜖𝐺𝑖

𝑄𝑗𝑡 ‒ 𝑄𝐷
𝑖𝑡 = ∑

𝑚𝜖𝐵𝑖

𝑄𝑓𝑖𝑚𝑡   ∀𝑖, ∀𝑡          (4)

𝑃𝑓𝑖𝑚𝑡 =
𝑉2

𝑖𝑡cos (𝛼𝑖𝑚)
𝑍𝑖𝑚

‒
𝑉𝑖𝑡.𝑉𝑚𝑡

𝑍𝑖𝑚
cos (𝛿𝑖𝑡 ‒ 𝛿𝑚𝑡 + 𝛼𝑖𝑚)      ∀𝑖, ∀𝑚 ∈ 𝐵𝑖, ∀𝑡   (5)

𝑄𝑓𝑖𝑚𝑡 =
𝑉2

𝑖𝑡sin (𝛼𝑖𝑚)
𝑍𝑖𝑚

‒
𝑉𝑖𝑡.𝑉𝑚𝑡

𝑍𝑖𝑚
sin (𝛿𝑖𝑡 ‒ 𝛿𝑚𝑡 + 𝛼𝑖𝑚) ‒

𝐵𝑖𝑚

2  𝑉2
𝑖𝑡      ∀𝑖, ∀𝑚 ∈ 𝐵𝑖, ∀𝑡      (6)

Voltage magnitude of buses and apparent power of branches in the MG are limited by constraints (7) and (8) 

and power exchange between MG and grid is limited by (9). This set of constraints is imposed due to thermal 

limit of the line and transformer connecting MG and grid. For each thermal DG, as represented by (10)-(11), 
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real power and reactive power are confined within a pre-specified range and the rapid changes in its real power 

is not allowed by (12)-(13). Equations (14) are imposed to ensure that at each bus and each time, the shed power 

does not exceed a pre-specified limit. 

𝑉𝑚𝑖𝑛,𝑖 ≤ 𝑉𝑖𝑡 ≤ 𝑉𝑚𝑎𝑥,𝑖                           ∀𝑖, ∀𝑡                   (7)

(𝑃𝑓𝑖𝑚𝑡
2 + 𝑄𝑓𝑖𝑚𝑡

2)  ≤  𝑆𝑙𝑖𝑚𝑖𝑚     ∀𝑖, ∀𝑚 ∈ 𝐵𝑖, ∀𝑡     (8)

‒ 𝑃𝑔𝑟𝑖𝑑,𝑚𝑎𝑥 ≤ 𝑃𝑔𝑟𝑖𝑑,𝑡 ≤ 𝑃𝑔𝑟𝑖𝑑,𝑚𝑎𝑥                         ∀𝑡       (9)

𝑃𝑚𝑖𝑛,𝑗 ≤ 𝑃𝑗𝑡 ≤ 𝑃𝑚𝑎𝑥,𝑗                                            ∀𝑗, ∀𝑡  (10)

𝑄𝑚𝑖𝑛,𝑗 ≤ 𝑄𝑗𝑡 ≤ 𝑄𝑚𝑎𝑥,𝑗                                        ∀𝑗, ∀𝑡   (11)

𝑷𝒋𝒕 ‒ 𝑷𝒋(𝒕 ‒ 𝟏) ≤ 𝑹𝑼𝒋 ∆𝒕                                ∀𝒈, ∀𝒕 ≠ 𝟏        (𝟏𝟐)

𝑷𝒋(𝒕 ‒ 𝟏) ‒ 𝑷𝒋𝒕 ≤ 𝑹𝑫𝒋  ∆𝒕                              ∀𝒈, ∀𝒕 ≠ 𝟐𝟒      (𝟏𝟑)

0 ≤ 𝑃𝑠ℎ𝑒𝑑𝑖𝑡 ≤ 𝑃𝑠ℎ𝑒𝑑𝑖,𝑚𝑎𝑥                         ∀𝑖, ∀𝑡          (14)

The operation of PHS is subject to constraints (15)-(19). When th PHS is pumping water to the upper basin, 𝑖

 is positive and when it is releasing the energy of water and injects power to the MG,  is negative. 𝑃𝑝ℎ𝑠,𝑖𝑡 𝑃𝑝ℎ𝑠,𝑖𝑡

As per (15)-(16), the energy level of PHS at each time is equal to its energy level at previous time plus the 

energy it absorbs from MG/minus the energy it injects to MG (depending on its operation mode). Constraints 

(16) apply to the first time period of operation horizon and constraints (15) apply to the other time periods.

Constraints (17) and (18) are respectively imposed to confine energy level and charging/discharging power of 

PHS. Equation (19) ensures that the energy level of PHS at the beginning of scheduling horizon equals its 

energy level at the end of the scheduling horizon.

𝑬𝒑𝒉𝒔,𝒊𝒕 = 𝑬𝒑𝒉𝒔,𝒊(𝒕 ‒ 𝟏) + 𝑷𝒑𝒉𝒔,𝒊𝒕 ∆𝒕   ∀𝒊 ∈ 𝑼    (𝟏𝟓)   

𝑬𝒑𝒉𝒔,𝒊𝒕 = 𝑬𝒑𝒉𝒔,𝒊,𝒊𝒏𝒊 + 𝑷𝒑𝒉𝒔,𝒊𝒕 ∆𝒕   ∀𝒊 ∈ 𝑼      (𝟏𝟔)   

 𝐸𝑝ℎ𝑠,𝑖,𝑚𝑖𝑛 ≤ 𝐸𝑝ℎ𝑠,𝑖𝑡 ≤ 𝐸𝑝ℎ𝑠,𝑖,𝑚𝑎𝑥      ∀𝑖                 (17)   

‒ 𝑃𝑝ℎ𝑠,𝑖,𝑚𝑎𝑥 ≤ 𝑃𝑝ℎ𝑠,𝑖𝑡 ≤ 𝑃𝑝ℎ𝑠,𝑖,𝑚𝑎𝑥         ∀𝑖, ∀𝑡      (18)

𝐸𝑝ℎ𝑠,𝑖,𝑖𝑛𝑖 = 𝐸𝑝ℎ𝑠,𝑖,𝑓𝑖𝑛𝑎𝑙                                              (19)

The operation of BSS is subject to constraints (20)-(25). Constraint (20) ensures that for each BSS, at the end of 

scheduling horizon, all empty EV batteries are fully charged. As per (21)-(22), the energy of BSS at each time is 
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equal to its energy at previous time plus power that is flowing into BSS. Constraints (22) apply to the first time 

period of operation horizon and constraints (21) apply to the other time periods. Equation (23) ensures that 

energy level of no BSS falls within a pre-specified range and constraints (24) are imposed to confine power 

flow between MG and BSS. Constraint (25) is imposed to ensure that the desired number of BSSs is placed 

in the MG.

     ∑
𝒕𝑷𝒃𝒔𝒔,𝒊𝒕∆𝒕 = 𝒖𝒊 𝒔𝒊𝒛𝒆𝒃𝒔𝒔    ∀𝒊                                     (𝟐𝟎)

𝑬𝒃𝒔𝒔,𝒊𝒕 = 𝑬𝒃𝒔𝒔,𝒊(𝒕 ‒ 𝟏) + 𝑷𝒃𝒔𝒔,𝒊𝒕∆𝒕    ∀𝒊                          (𝟐𝟏)   

𝑬𝒃𝒔𝒔,𝒊𝒕 = 𝑬𝒃𝒔𝒔,,𝒊,𝒊𝒏𝒊 + 𝑷𝒃𝒔𝒔,𝒊𝒕∆𝒕   ∀𝒊                            (𝟐𝟐)   

𝐸𝑏𝑠𝑠,𝑖,𝑚𝑖𝑛 ≤ 𝐸𝑏𝑠𝑠,𝑖𝑡 ≤ 𝐸𝑏𝑠𝑠,𝑖,𝑚𝑎𝑥      ∀𝑖                  (23)   

‒ 𝑃𝑏𝑠𝑠,𝑖,𝑚𝑎𝑥𝑢𝑖 ≤ 𝑃𝑏𝑠𝑠,𝑖𝑡 ≤ 𝑃𝑏𝑠𝑠,𝑖,𝑚𝑎𝑥  𝑢𝑖    ∀𝑖, ∀𝑡  (24)

∑
𝑖

𝑢𝑖 = 𝑁𝑏𝑠𝑠                                                               (25)

Eventually, the operation of PV, wind and geothermal units are subject to the following constraints.

0 ≤ 𝑃𝑤
𝑖𝑡 ≤ 𝑃 𝑤

𝑖𝑡,𝑎𝑣𝑎𝑖𝑙       (26)

0 ≤ 𝑃𝑝𝑣
𝑖𝑡 ≤ 𝑃 𝑝𝑣

𝑖𝑡,𝑎𝑣𝑎𝑖𝑙       (27)

0 ≤ 𝑃𝑔𝑡
𝑖𝑡 ≤ 𝑃 𝑔𝑡

𝑖𝑡,𝑎𝑣𝑎𝑖𝑙       (28)

4. Results and analysis

A MG with 33 buses, 32 branches, 4 thermal DGs, 2 PV units, 2 wind units, 2 geothermal power units and one 

PHS unit has been used as the case study. Since the objective is to find optimal location of BSSs with known 

size and investment cost is constant, the best plan would be the one minimising daily operation cost of the MG. 

Bus and branch data of the MG is available in [30] and its single line diagram can be seen as Fig.1. Data of 

thermal DGs can be found in Table 1. Table 2 contains capacity and location of PV, wind, geothermal power 

and PHS unit and time factors of demand, PV and wind generation and market price at PCC can be found in 

Table 3. BSS is supposed to serve 400 Tesla 3 EVs with 75 kWh batteries per day. So, BSS capacity is 30000 

kWh. Maximum power exchange between BSS and MG has been assumed 1.5 pu and initial energy level of 

both BSS and PHS is equal to zero. Maximum energy level of PHS is 5000 kWh, its maximum charging and 

maximum discharging power are 0.50 pu and maximum power exchange between MG and grid is 2 MW. 
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Minimum and maximum allowable voltage of buses are respectively 0.9 pu and 1.1 pu. Base apparent power is 

1000 kVA and base voltage is 12.66 kV.  At the beginning of the operation horizon, energy level of both BSS 

and PHS are equal to zero. Scheduling horizon is 24 hours and scheduling resolution is 1 hour.

1 2 3 4 5 6 7 8 9 10 11 12

18 17 16 15 14

19 20 21 22

13

23 2524 26 27 28 29 30 31 32 33

Wind Turbine

Photovoltaic

Geothermal

Battery Swap StationPumped Hydro Storage 

Fig.1. Single line diagram of the studied MG

Table 1. Data of thermal DGs

Connected bus 
number

Minimum active 
power (kW)

Maximum active 
power (kW)

Minimum reactive 
power (kVAr)

Maximum reactive 
power (kVAr)

Bid($/kWh) Ramp up 
limit (kW/h)

Ramp down 
limit (kW/h)

2 300 2500 0 1000 0.154 500 500
11 300 1000 0 1000 0.157 400 400
15 200 1000 0 500 0.218 300 300
27 200 1000 0 300 0.194 300 300

Table 2. Capacity and location of PV, wind, geothermal power and PHS units

Unit Connected bus Capacity
PV #1 18 400 kW
PV #2 24 500 kW

Wind #1 12 500 kW
Wind #2 17 350 kW

Geothermal #1 19 1000 kW
Geothermal #2 31 500 kW

PHS 5 5000 kWh
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Table 3. Time factors of demand, PV and wind generation and market price at PCC

Hour Demand [31] PV [32] Wind [16]  Market price at PCC ($/kWh) [33] 

1 0.800 0 0.07867 0.230
2 0.805 0 0.08667 0.190
3 0.810 0 0.11733 0.140
4 0.818 0 0.25866 0.120
5 0.830 0.02 0.36133 0.120
6 0.910 0.1080 0.56667 0.130
7 0.950 0.2790 0.65066 0.130
8 0.970 0.5190 0.56666 0.140
9 1.000 0.7424 0.4840 0.170
10 0.980 0.9184 0.5480 0.220
11 1.000 0.9755 0.75733 0.220
12 0.970 0.9678 0.71066 0.220
13 0.950 1.0000 0.87066 0.210
14 0.900 0.9040 0.93200 0.220
15 0.905 0.8105 0.96667 0.190
16 0.910 0.6980 1.000 0.180
17 0.930 0.4675 0.86933 0.170
18 0.900 0.2520 0.66533 0.230
19 0.940 0.0940 0.65600 0.210
20 0.970 0.0200 0.56133 0.220
21 1.000 0.0010 0.56533 0.180
22 0.930 0 0.55600 0.170
23 0.900 0 0.72400 0.130
24 0.940 0 0.84000 0.120

DICOPT solver in GAMS has been used for solving the proposed MINLP model. Different aspects of the model 

are investigated in different subsections of this section; in subsection 1, optimal power flow in the MG is done 

with optimal placement of BSS(s). In subsection 2, sensitivity of MG operation with respect to BSS location as 

well as effect of BSS capacity and BSS-MG power exchange limit on MG operation and optimal BSS location 

is investigated. In subsection 3, the effect of PHS unit, effect of PHS capacity and maximum PHS power on MG 

operation cost and optimal BSS location is investigated. 

4.1. Optimal power flow in MG with optimal placement of BSS

In this subsection, optimal power flow is done in the MG with optimal placement of BSS(s). With one BSS, 

operation cost of the MG is $9689.4629 and bus #19 is the optimal location of BSS. Placing BSS at bus #19 

results in such voltages, power flows and losses that minimises MG operation cost. Due to very high value of 

lost load, load shed at all buses and all times is equal to zero. Fig.2 shows BSS power at different times and 

indicates that in order to impose the least operation cost to the MG, at hours such as 2-9, 15-17 and 21-24, when 

market price at PCC and locational marginal prices (LMPs) are low, BSS is charged with maximum power. At 

the end of the scheduling horizon, BSS energy level is 30000 kWh; that is, all batteries are fully charged. Fig.2 

also shows that at hours 2-9, 15-17 and 21-24 maximum charging power of BSS is binding. 
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Fig.2. BSS schedule

Fig.3 shows power of PHS at different times and indicates that at hours 3-9 with low prices at PCC and low 

LMPs, PHS is charged, then it is discharged at high-price hours 10-15 to inject discharging power to the MG 

and increase MG energy arbitrage capability. Again, at low-price hours 16-17, it is charged and then discharged 

at high-price hours 18-20 to increase export capability and benefit of MG. Fig.3 also shows that at most of the 

times, power limit of PHS is a binding constraint, while maximum energy constraint of the MG is not binding at 

any time.
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Fig.3. Power of PHS unit

Fig.4 includes schedule of DERs and power exchange of MG and grid at different times. Fig.5 shows reactive 

power of DERs and Fig.6 shows the variations of shadow prices over time. According to table 3 and Fig.4, it is 

inferred that the dispatch of DERs in MG mainly depends on MG demand level, bids of DGs and market price 
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at PCC.  At hour 1, market price at PCC is at its maximum value, i.e., 230 $/MWh, so MG operator uses this 

opportunity to make a profit by loading its cheaper DGs and export the extra power to the grid. At this time, as 

per power exchange limit between MG and grid and demand level, for full utilisation of energy arbitrage 

capability, it is enough to fully load DG1, DG2 and DG4. Due to ramp-down rate limit, DG4 cannot generate 

more than 500 kW, therefore DG1 and DG2 are fully loaded, DG4 generates 500 kW and DG3 as the most 

expensive energy resource is loaded with its minimum power, i.e., 200 kW. Power generated by these thermal 

DGs plus the power generated by PV, wind and geothermal power units supply MG demand, 2 MW of extra 

power is exported to the grid and the remaining 0.7011 MW is used to charge BSS batteries. Actually, at this 

time charging BSS or PHS with DG3 is not economical as it is an expensive power resource, so PHS is in idle 

mode. At this time, power exchange limit with grid and upper power limits of DG1 and DG2 are binding 

constraints; that is with higher values for their limits, MG operation cost could be lowered.

At hour 2, market price at PCC decreases and gets less than bids of DG3 and DG4. At this condition, it seems 

rational for MG to load DG1 and DG2 as the cheaper power resources with maximum power and export the 

extra power to the grid. However, fully loading DG1 at this hour imposes a considerable cost to the MG at the 

next hour. If at this hour, DG1 is fully loaded, at next hour when market price at PCC is very low and power of 

DG1 must be decreased, due to ramp-down rate limit, it would be obliged to generate at least 2 MW and this 

imposes considerable additional cost to the MG. Therefore, DG1 is loaded with 2 MW, DG2 is fully loaded and 

DG3 and DG4 are loaded with minimum power, 2.9906 MW demand of MG is fed, BSS is charged with its 

maximum power, i.e., 1.5 MW and the extra 387.5 kW is exported to the grid. At this time, it is not economical 

to charge PHS instead of exporting power to the grid and PHS is still in its idle mode.

At hour 3 market price at PCC decreases further and gets lower than bid of all DGs, so the maximum possible 

power must be imported from grid. This condition persists until the end of hour 8. These hours with cheap grid 

power prices are right times to charge BSS and PHS. As Fig.3 and Fig.4 show, at hours 3-8, both BSS and PHS 

are charged with their maximum charging power. At all these times, DG3 and DG4 are loaded with minimum 

power. Due to ramp-down rate limits, power of DG1 cannot fall respectively below 1.5 MW and 1 MW at hours 

3 and 4 and power of DG2 is not allowed to fall below 0.6 MW at hour 3.  At hour 6, since voltage limits are 

binding constraints, DG1 as the cheapest DG is not fully load, while DG2 as the more expensive DG is loaded 

with more than its minimum power. At hours 5-7, the limit of power exchange between MG and grid is a 

binding constraint; that is, a lower MG operation cost could be achieved with higher power exchange limit.

At hour 9, DG1 and DG2 are cheaper power resources than grid, so they are loaded with maximum possible 

power. Due to ramp-up rate limits, at this time, maximum possible power for DG1 and DG2 are respectively 

2.0636 MW and 0.8468 MW. At this time, 0.5721 MW is imported from grid and BSS and PHS are charged 
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with their maximum charging power. Grid is the marginal power resource and sets marginal price as 170 

$/MWh. At hour 10 market price at PCC increases and for hours 10-14, it is high, so at this time period, MG 

purchases power from cheaper DGs and discharges PHS to supply demand, charge BSS and export the extra 

power to grid. For instance, at hour 10, DG1 and DG2 are fully loaded and DG4 as the marginal generator is 

partially loaded and sets marginal price. See locational marginal price at this hour for bus 1 which is 195.9 

$/MWh and is very close to bid of DG4 (194 $/MWh). The small difference between LMP at bus 1 and bid of 

DG4 is due to power loss in branches.

At hours 15-17, market price at PCC is lower than bids of DG1 and DG2, but higher than bids of DG3 and 

DG4, so DG1 and DG2 are fully loaded and DG3 and DG4 are loaded with minimum power and BSS is 

charged with maximum power. At hour 15 when market price at PCC is higher than the next two hours, PHS is 

discharged to decrease MG operation cost, but it is charged at the next two hours.

At hours 18-20, market price at PCC is high, so it is the right time to discharge PHS and load thermal DGs with 

maximum possible power to make profit through export of maximum possible power to the grid. At these hours, 

DG4 is the marginal generator and sets LMP. At hours 21-22, when DG1 and DG2 bid cheaper than grid power, 

grid serves as marginal generation resource and sets LMP and BSS is charged with maximum charging power. 

Eventually, at hours 23 and 24 when market price is very low and lower than bids of all thermal DGs, thermal 

DGs are loaded with the least possible power and the required power is mostly supplied by grid. Due to ramp-

down rate limit, power of DG1 is gradually decreased from 1.5 MW at hour 22 to 1 MW at hour 23 and 0.5 

MW at hour 24. With cheap grid power, BSS is charged at hours 23 and 24. PHS is also charged with cheap 

grid power in hour 23, however in order to equalize its initial and final energy, it is discharged at hour 24.
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Fig.4. Active power of DGs and grid
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Fig.5. Reactive power of DGs 
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Fig.6. Shadow price of active power in the first and last buses of MG (in $/kWh) for different times

Now, in order to investigate the effect of the number of BSSs on MG operation cost, optimisation problem is 

solved for different number of BSSs and the results have been tabulated as Table 4. The results show that the 

number of BSSs does not significantly affect MG operation cost as the operation cost difference between using 

a single BSS and 25 BSSs is only 0.5%. It must be noted that in simulations, when the number of BSSs is 

increased, capacity of each BSS and maximum power are accordingly decreased.
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Table 4. Results with higher number of BSSs

Number of BSSs Capacity of each BSS Maximum power Optimal location MG operation cost

1 30000 1.5 19 9689.4629
2 15000 0.75 2, 19 9688.0806
3 10000 0.5 2,11, 19 9697.6272
4 7500 0.375 1, 2, 11, 19 9691.3186
6 5000 0.25 1-3,11,19,20 9697.9372
7 4285.7143 0.2143 1-3,11,19-21 9702.2774
8 3750 0.1875 1-3,10,11,19-21 9704.7774
9 3333.3333 0.1667 1-4,10,11,19-21 9706.8309
10 3000 0.15 1-4,10,11,19-22 9709.4642
15 2000 0.1 1-5,10-12,19-23,27,31 9719.1707
20 1500 0.075 1-6,9-12,19-24,26,27,31,33 9730.4582
25 1200 0.06 1-13, 19-28, 31, 32 9740.1509

4.2. Sensitivity of MG operation cost with respect to BSS location, BSS size and BSS-MG power exchange 

limit

In this subsection, the sensitivity of MG operation cost with respect to BSS location, BSS size and BSS-MG 

power exchange limit are investigated. Table 5 shows MG operation cost when BSS is placed at different buses 

of the MG. The least MG operation cost happens when BSS is placed at bus 19 and the maximum MG 

operation cost occurs when BSS is placed at bus 18. The difference between the best and worst location in daily 

operation cost is 472.3422$, namely 4.9%. This indicates that selecting the best location for BSSs in MGs is 

important. Placing BSS at different buses leads to different power flows, different voltages, different losses and 

thereby different MG operation costs. Interesting point is that placing BSS at buses 18 and 19 which are close in 

the MG lead to very different operation costs. 

Table 5. MG operation cost for different BSS locations 

BSS location Optimal MG operation cost ($) BSS location Optimal MG operation cost($)

1 9693.3449 18 10161.8051
2 9689.5924 19 9689.4629
3 9734.5527 20 9764.6517
4 9750.6620 21 9784.0287
5 9765.1864 22 9814.9323
6 9791.8708 23 9770.5661
7 9798.7682 24 9840.5291
8 9838.8358 25 9896.8448
9 9852.1763 26 9798.2041
10 9862.3796 27 9806.0274
11 9863.5672 28 9848.9431
12 9883.7208 29 9879.9269
13 9960.7087 30 9896.0883
14 9988.2480 31 9916.6841
15 10014.6271 32 9933.5871
16 10055.8989 33 9948.1480
17 10125.2135
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Table 6 shows optimal MG operation cost and optimal BSS location for different BSS sizes. In a certain region, 

the size of BSS of a certain EV model is chosen based on the daily demand of EVs of the same model. The 

interesting point is that optimal BSS location depends on its size. For sizes 7500 kWh, 93755 kWh, 11250 kWh, 

13125 kWh and 15000 kWh, bus 1 is the best location for BSS, for sizes between 16875 kWh and 30000 kWh, 

bus 19 is the best BSS location. For size of 33750 kWh, bus 5 is optimal BSS location and for sizes 31875 kWh, 

35625 kWh and 36000 kWh, bus 2 is the optimal location for BSS. The important point is that this MG cannot 

support BSS with more than 480 batteries or larger than 36000 kWh, as the model would be infeasible. As 

expected, MG operation cost increases with increase in BSS size. Fig.7 illustrates MG operation cost at 

different BSS locations.

Table 6. Optimal BSS location for different BSS size

Number of batteries BSS size (kWh) Optimal BSS location Optimal MG operation cost ($)

100 7500 1 5841.5502
125 9375 1 6134.8797
150 11250 1 6430.9214
175 13125 1 6730.0379
200 15000 1 7032.3969
225 16875 19 7349.2759
250 18750 19 7667.5086
275 20625 19 7986.2717
300 22500 19 8306.6137
325 24375 19 8639.5777
350 26250 19 8977.3400
375 28125 19 9327.9150
400 300000 19 9689.4629
425 31875 2 10057.7812
450 33750 5 10503.1195
475 35625 2 10842.7689
480 36000 2 10928.8457
481 36075 NA NA

Table 7 includes MG operation cost and optimal BSS location for different maximum power of BSS. With 

higher BSS maximum charging/discharging power, at low-price hours BSS is able to absorb higher power from 

cheap power resources and at high-price hours, it is able to further increase energy arbitrage capability of MG 

and reduce the need to load expensive thermal DGs. Therefore, higher values for BSS maximum power lead to 

lower MG operation cost. However, MG operation cost versus BSS maximum charging/discharging power 

curve saturates when BSS maximum charging/discharging power reaches 4 MW and an operation cost less than 

$9297.0883 is not achievable. By further increase in BSS maximum charging/discharging power, MG operation 

cost does not decrease as other constraints are binding. Fig.8 illustrates MG operation cost versus maximum 

charging/discharging power of BSS.
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Table 7. MG operation cost for different BSS maximum power

BSS maximum power (MW) Optimal BSS location Optimal MG operation cost($)

1.25 6 9933.1853
1.5 19 9689.4629
1.75 2 9567.4151

2 19 9487.4034
2.25 2 9428.2699
2.5 2 9384.9766
2.75 2 9344.2184

3 19 9323.072
3.25 1 9307.481
3.50 1 9300.7443
3.75 1 9297.5938

4 1 9297.0883
4.5 1 9297.0883

Fig.7. MG operation cost with different BSS location

Fig.8. MG operation cost versus maximum power of BSS
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4.3. Effect of PHS unit, PHS capacity and maximum PHS charging/discharging power on MG operation cost 

and optimal BSS location

In order to evaluate the effect of PHS unit on the operation of the MG, the model is solved without PHS unit. 

While, with PHS unit, MG operation cost was $9689.4629 and bus 19 was optimal BSS location, now without 

PHS unit, MG operation cost increases to $10056.1847 and bus 11 is optimal BSS location. This implies that 

integrating PHS unit into MG changes optimal location of BSS and decreases MG operation cost by 3.65%. 

Fig.9 contains dispatch of MG resources when PHS unit is not integrated in the MG. The role of PHS unit is to 

be charged in low-price hours when cheap grid power can be purchased and be discharged in high-price hours 

to prevent heavy loading of expensive thermal DGs and decrease MG operation cost. As an example, compare 

Fig.9 and Fig.4 for hour 10. At this hour, with PHS unit, DG4 as an expensive power resource generates only 

0.3569 MW but without PHS unit, it generates 0.5 MW.
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Fig.9. Active power of DGs and grid power without PHS unit

In order to investigate the effect of PHS capacity on MG operation, the model has been solved for PHS 

capacities ranged from 50 kWh to 6000 kWh. MG operation cost and optimal BSS location for different PHS 

capacities have been tabulated as Table 8 and Fig.10 illustrates MG operation cost versus PHS capacity. 

According to Table 8, optimal BSS location is not affected by PHS capacity, however, increasing PHS capacity 

decreases MG operation cost. The increase in PHS capacity enables it to store higher energy during low-price 

hours and inject higher power to MG during high-price hours; thereby energy arbitrage capability of MG 

increases and its operation cost decreases. By increase in PHS capacity, the slope of the curve decreases and it 

saturates. At PHS capacity of 4 MWh and above, the effect of increase in PHS capacity on MG operation cost is 
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negligible, because other constraints would be binding and would not allow further improvement in MG 

operation cost.

Table 8. MG operation cost for different PHS capacities

PHS capacity (kWh) Optimal BSS location Optimal MG operation cost ($)

50 19 9883.6033
100 19 9877.3682
200 19 9865.8785
300 19 9854.9588
400 19 9844.2473
500 19 9833.7265
1000 19 9792.0673
2000 19 9735.7929
3000 19 9698.0115
4000 19 9689.463
5000 19 9689.463
6000 19 9689.4629

Fig.10. MG operation cost with different PHS capacities

Eventually, the effect of maximum charging/discharging power of PHS on MG operation has been investigated 

and the results have been tabulated as Table 9. The Table indicates that with increase in maximum 

charging/discharging power of PHS, MG operation cost decreases. This is due to the fact that by increase in its 

maximum charging/discharging power, PHS absorbs higher power and energy at low-price hours when cheap 

power resources are available and injects higher power to the MG during high-price hours and decreases 

loading of expensive DGs. With maximum charging/discharging power of 0.6 and higher, the model would be 

infeasible. Optimal BSS location is not affected by variations in maximum charging/discharging power of PHS.
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Table 9. MG operation cost for different maximum charging/discharging power of PHS 

PHS  maximum charging/discharging 
power

Optimal BSS location Optimal MG operation cost($)

0.05 19 9865.5790
0.1 19 9842.7569
0.15 19 9820.8276
0.2 19 9800.0764
0.3 19 9761.9074
0.4 19 9724.4128
0.5 19 9689.4629

0.6 and above Infeasible Infeasible 

5. Conclusions

In this paper, optimal location of BSSs has been determined in MGs with PHS, photovoltaic, wind and 

geothermal units, while reactive power dispatch, DGs constraints and all network constraints are considered in 

AC optimal power flow. AC optimal power flow has been formulated as a mixed-integer nonlinear optimisation 

problem that the voltages of buses at different times, schedule of DGs, BSS and PHS unit, schedule of power 

exchange with grid, load shedding schedule and BSS location form decision vector. The effect of BSS capacity 

and maximum power, BSS to MG link capacity, PHS capacity and maximum charging/discharging power of 

PHS unit on MG operation and optimal BSS location have been investigated. 

The results indicate that selecting the best location for BSSs is important, because the difference between the 

best and worst location in daily operation cost of MG is as high as 4.9%. The interesting point is that placing 

BSS at neighbor buses may lead to very different operation costs.  The results also indicate that optimal BSS 

location depends on its size and its maximum charging power but does not depend on maximum 

charging/discharging power of PHS and PHS capacity.
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