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Abstract: This paper studies a double-surface sliding mode observer (DS-SMO) for estimating the flux and speed of induction 
motors. The sliding mode observer (SMO) equations are based on an induction motor (IM) model in the stationary reference 
frame. The DS-SMO is developed based on the equations of a single-surface sliding mode observer (SS-SMO) of induction 
motor. In DS-SMO method, the observer is designed through combining sliding variables produced by combining estimated 
fluxes of currents error. The speed is easily determined based on the pass of switching signal through a low-pass filter. In 
addition, an optimal double-surface sliding mode observer (ODS-SMO) is proposed to improve the transient condition by 
optimally tuning the observer parameters. In order to optimize these parameters, the particle swarm optimization (PSO) 
method is adopted. Moreover, an improved double-surface sliding mode observer (IDS-SMO) is proposed to improve both 
transient and steady-state conditions, torque ripple and total harmonic distortion (THD). Moreover, the proposed IDS-SMO 
has a stable performance under sudden load change and low speed region. Finally, the accuracy of proposed ODS-SMO and 
IDS-SMO methods is substantiated through simulation and experimental results. 
 

1. Introduction 
The induction motor plays a major role in different 

industrial processes, particularly in electrical pumps, 
compressors and fans, as well as high-performance 
applications such as hybrid electric vehicles. Unlike slip ring 
induction motor, squirrel cage induction motor is very strong, 
offers a wide torque-speed range, and requires no 
maintenance. In applications required precise speed or torque 
control, the IM is usually supplied by a three-phase inverter 
and controlled through the field orientation control (FOC) 
method. The FOC enables high-performance drive; therefore, 
it is preferred to scalar control methods like V/Hz. The rotor 
field orientation is the most common method of vector control 
of IMs, since this method decouples d- and q-axis current 
components at the steady-state situation (not transient 
situation); hence, the currents could easily follow their 
command values. In fact, the use of current control method 
based on proportional-integral (PI) controllers with or 
without the use of dynamic decoupling terms is prevalent [1-
9]. 

In rotor field-oriented control, the rotor flux angle is 
required. This angle can be determined through direct field 
orientation (DFO) or indirect field orientation (IFO) methods. 
The IFO method is based on the integration of the equation of 
motor slip in the synchronous reference frame. The rotor flux 
angle determined through this method is sensitive to the rotor 
resistance value. In DFO method, the flux angle is determined 
through inverse tangent of ߚ-axis rotor flux to ߙ-axis rotor 
flux. The ߚ ݀݊ܽ ߙ rotor fluxes are usually estimated through 
an observer. These observers are determined through linear, 

non-linear or sliding mode methods and estimate state 
variables. 

Combining estimation with adaptation [4, 5, 8, 9, 11], 
estimating the parameters [25, 29], and performing through 
non-continuous feedback terms and sliding mode movement 
on one or multiple sliding variables [13-20], [22-26], [29-32] 
are various classifications of observer-based methods. 
Among these methods, the sliding mode observer (SMO) 
method has the benefit of resisting against uncertainties and 
providing order reduction. 

The n-dimension equations of state space are 
considered as 
 

൜̇ݔ = ݔܣ + ݑܤ
ݕ = ݔܥ  (1) 

 
If the supposed m-dimensional state vector x is 

measurable and matrices A, B and C are time-invariant, 
design of SMO is straightforward. By adopting the general 
method detailed in [13], the designed observer has m sliding 
variables, and the movement of sliding mode is applied to the 
intersection of sliding variables. 

The measured stator currents of IM are among state 
variables of the system. Therefore, current errors are 
commonly considered as sliding variables of the observer. 

In general, the state space system of IM is time-variant 
since the speed term emerges in matrix A; hence, sliding 
mode design cannot be directly utilized. In addition, for 
sensor-less application, the estimation of speed is required. 

In the sensor-less control of IM, the speed, rotor flux 
magnitude and angle must be estimated. From a theoretical 
viewpoint, if parameters of the motor are definite, several 
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methods can be adopted for determining these variables; 
however, from the practical point of view, there are two 
problems to be raised here. First, how could one trust the 
estimations while IM parameters vary with the operating 
point (i.e. temperature, saturation and the skin effect)? 
Second, how can the algorithms operate well in real 
implementation and wide speed range, especially on a digital 
signal processor with limited accuracy when some estimators 
adopt complicated or practically untrustworthy methods? 

In general, model-dependent estimation methods 
require precise knowledge of system parameters. In IMs, the 
magnetizing inductance depends on the flux and saturates in 
high loads, and stator and rotor resistance are temperature-
dependent. In order to improve the estimation accuracy, the 
temperature of the stator can be measured through 
thermocouple. Then, the new value of Rs is used in the 
algorithm. The magnetizing inductance can approximately 
vary with various operating conditions. 

In [29], a second-order function of Lm is given as a 
function of id. However, the coefficients of this second-order 
equation must be determined in practice for a given motor. 

Concurrent estimation of flux, speed and rotor time 
constant through sliding mode methods and presupposition of 
slow changes of speed and rotor time constant is presented in 
[20, 25]. Under similar presumptions and while knowing the 
flux, the model-reference adaptive system (MRAS) can 
estimate speed [30, 31]. The practical accuracy of these 
methods depends on the quality of laboratory devices, ability 
to operate under pulse-width modulation (PWM) noise, and 
DC off-set conditions. 

In [20] – [22], the observer determines the flux of rotor 
by the integration of an equivalent control signal. In this 
method, estimation of flux requires a precise value of Lm. 
Unlike [21] and [22], [20] presents a method insensitive to 
the rotor resistance. 

In [23], a sliding mode observer for the flux magnitude 
of the IM is analysed by using a modified model of the motor 
in the rotating reference frame. In this method, despite 
estimating inaccurate speed, a precise flux is attained by 
designing of the feedback gains. 

A nonlinear control based on combining the 
conventional PI control with a high-order fast terminal sliding 
mode (HOFTSM) load torque observer is proposed in [24]. 
In this method, the estimated torque is utilized as a feed-
forward compensation for the PI controller to enhance the 
performance of motor under sudden load changes. In [17], 
three sensor-less sliding mode observers and their parameter 
sensitivity analysis are presented, and their accuracy 
depended on the values of Lm and Rr is investigated. 

A successive estimation method is suggested in [26, 
27]. In this method, speed is initially estimated, and the 
estimated speed is used in the SMO to estimate the flux of 
rotor. 

Speed control at zero and very low frequencies is 
increasingly studied in new research [34, 35]. In [34], an 
adaptive sliding mode observer is designed to estimate the 
stator current, rotor flux, and rotor speed. In addition, a 
Lyapunov function based on the rotor fluxes error and speed 
estimation error is utilized to improve the performance of 
motor at low speed and standstill operation. A direct field 
oriented control is applied to space vector pulse Width 
modulation based on SMO to estimate the speed and flux at 
low speed precisely. 

In this paper, the double-surface sliding mode 
observer in [15] is developed by utilizing particle swarm 
optimization (PSO) algorithm. In the proposed IDS-SMO, the 
control parameters are estimated by PSO algorithm. The 
proposed ODS-SMO has faster dynamic speed response 
while making the steady-state condition worse compared to 
the DS-SMO [15]. In addition, to improve both transient and 
steady-state performance and reduce torque ripple and current 
harmonics, an improved double-surface sliding mode 
observer (IDS-SMO) is proposed. The proposed IDS-SMO 
has also great performance under sudden load change 
compared to the proposed ODS-SMO and DS-SMO [15]. 

In the second section of this paper, the equations of IM 
state space are developed by considering the fluxes and the 
stator currents as state-variables in the stationary reference 
frame. Then, equations related to the double-surface sliding 
mode observer, extended based on a single-surface sliding 
mode observer [15], are introduced. Next, particle swarm 
optimization algorithm and an improved double-surface 
sliding mode observer is introduced. Later, the proposed 
ODS-SMO, IDS-SMO and DS-SMO [15] methods are 
simulated and compared. The experimental results are finally 
presented to support the effectiveness of proposed IDS-SMO 
in terms of precise speed estimation, the rotor flux magnitude 
estimation, and the torque ripple reduction. 

2. Induction motor model 
The state-space model of induction motor in the 

stationary reference frame [13] is 
 

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧

௥ఈߣ݀
ݐ݀ = ௥ఈߣߟ− − ௥߱ߣ௥ఉ + ௠݅௦ఈܮߟ
௥ఉߣ݀
ݐ݀ = ௥߱ߣ௥ఈ − ௥ఉߣߟ + ௠݅௦ఉܮߟ

݀݅௦ఈ
ݐ݀ = ௥ఈߣߚߟ + ௥߱ߣߚ௥ఉ − ௦ఈ݅ߛ +

1
௦ܮߪ

௦ఈݒ
݀݅௦ఉ
ݐ݀ = − ௥߱ߣߚ௥ఈ + ௥ఉߣߚߟ − ௦ఉ݅ߛ +

1
௦ܮߪ

௦ఉݒ

 (2) 

 
where ߣ௥ఈ  and ߣ௥ఉ  are the rotor fluxes, and ݅௦ఈ , ݅௦ఉ , 

௦ఈݒ  and ݒ௦ఉ  are the stator currents and voltages all in the 
stationary reference frame. In addition, ܮ௦ and ܮ௠ represent 
the stator and magnetising inductances, and ௥߱  refers to the 
electrical speed of rotor, which is related to the mechanical 
speed as: ௥߱ = ݊௣ ∗ ߱௠௘௖௛ . The parameters ߪ ߚ , ߛ ,  and ߟ 
are determined through following equations. 
 

ߪ = 1 −
௠ଶܮ

௥ܮ௦ܮ
ߚ        . =

௠ܮ
௥ܮ௦ܮߪ

                      

ߟ =
ܴ௥
௥ܮ

ߛ                   . =
1
௦ܮߪ

ቆ
௠ଶܮ

௥ଶܮ
ܴ௥ +ܴ௦ቇ

 (3) 

3. Field-Oriented Control 
Field-oriented control (FOC) technique is being 

utilized extensively for the control of induction motors. This 
technique allows the squirrel cage induction motor to be 
driven with high performance comparable to that of a DC 
motor. The principle of FOC is to keep a suitable alignment 
between the stator and rotor flux [36]. 
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3.1. Direct Field Oriented Control 
 
In the direct field oriented control (DFOC), the rotor 

flux angle is estimated by an observer or measured by flux 
sensor. The rotor flux cannot be directly measured by sensors. 
In fact, through direct measuring of signal, it is possible to 
calculate the rotor flux, which might cause errors at low speed. 

3.2. Rotor Field-Oriented Control 
 
The main principle of field-oriented control of IMs is 

that the d-axis are aligned with the rotor flux vector. 
Therefore, this leads to decouple of target variables so that 
the flux and torque can be independently controlled by d- and 
q-axis stator current components, respectively. 

The voltage equation of IM in the d-q reference frame 
is: 
 

௤ܸ௦ = ܴ௦݅௤௦ ௗ௦ߣ߱+ +
௤௦ߣ݀
ݐ݀

ௗܸ௦ = ܴ௦݅ௗ௦ ௤௦ߣ߱+ +
ௗ௦ߣ݀
ݐ݀

0 = ܴ௥݅௤௥ + (߱ − ௥߱)ߣௗ௥ +
௤௥ߣ݀
ݐ݀

0 = ܴ௥݅ௗ௥ + (߱ − ௥߱)ߣ௤௥ +
ௗ௥ߣ݀
ݐ݀

 (4) 

 
Where the stator and rotor flux can be estimated by 

following 
 

௤௦ߣ = ௦݅௤௦ܮ + ௠݅௤௥ܮ
ௗ௦ߣ = ௦݅ௗ௦ܮ + ௠݅ௗ௥ܮ
௤௥ߣ = ௥݅௤௥ܮ + ௠݅௤௦ܮ
ௗ௥ߣ = ௥݅ௗ௥ܮ + ௠݅ௗ௦ܮ

 (5) 

 
The electromagnetic torque is calculated by (6) 

 

௘ܶ =
3݊௣

2
௠ܮ
௥ܮ
൫ߣௗ௥݅௤௦ −           ௤௥݅ௗ௦൯ߣ

ఒ೜ೝୀ଴ሱ⎯⎯ሮ         ௘ܶ =
3݊௣

2
௠ܮ
௥ܮ

 ௗ௥݅௤௦ߣ
(6) 

 
In order to estimate the rotor flux angle, the stator flux 

is first estimated in the stationary reference frame through 
 

௦ఈߣ = න(ݒ௦ఈ −ܴ௦݅௦ఈ)݀ݐ

௦ఉߣ = න൫ݒ௦ఉ −ܴ௦݅௦ఉ൯݀ݐ
 (7) 

 
And the rotor flux is then calculated by following 

manner 
 

௥ఈߣ =
௥ܮ
௠ܮ

௦ఈߣ) − (௦݅௦ఈܮߪ

௥ఉߣ =
௥ܮ
௠ܮ

௦ఉߣ) − (௦݅௦ఉܮߪ
 (8) 

 
Then the rotor flux angle is obtained by (9). 

 

ఒ௥ߠ = tanିଵ ቆ
௥ఉߣ
௥ఈߣ

ቇ (9) 

 
Consequently, the motor variables such as voltages 

and currents must be transformed to this reference frame. 
 

ௗ݂௤௦ = ௗ݂௦ + ݆ ௤݂௦ = ௔݂௕௖௦݁ି௝ఏഊೝ          ݂ ∈ ,ݒ}  ݅} (10) 
 

Since the rotor flux is aligned with d-axis 
 

௤௥ߣ = 0 →   0 = ܴ௥݅ௗ௥ +
ௗ௥ߣ݀
ݐ݀  (11) 

 
In addition, as the rotor current is not measurable, 

therefore the ݅ௗ௥ must be removed from (11) as following 
 

ௗ௥ߣ = ௠݅ௗ௦ܮ −
௥ܮ
ܴ௥
ௗ௥ߣ݀
ݐ݀  → ௗ௥ߣ  =

௠ܮ

1 + ݀
ݐ݀ ௥ܴ௥ܮ)

)
݅ௗ௦ (12) 

 
Based on (12), the rotor flux can be controlled by ݅ௗ௦, 

and the electromagnetic torque can be controlled by ݅௤௦ if the 
rotor flux is kept constant. Fig. 1 depicts the overall block 
diagram of RFOC. 

4. Proposed Optimal Double-Surface Observer for 
Speed and Flux Estimation of Induction Motor  

In this paper, the DS-SMO method are optimized by 
utilizing PSO algorithm. The PSO is employed in order to 
achieve faster dynamic response of speed and torque. 
 

4.1. Double-Surface Observer for Speed and Flux 
Estimation of Induction Motor 

 
The double-surface sliding mode observer is 

developed by adding additional feedback terms to the single-
surface sliding mode observer [13, 32]. In [15], it is 
practically and analytically shown that SS-SMO becomes 
convergent in distinct conditions. The sliding variables of a 
DS-SMO are selected in the following manner. 
 

ቊ
ଵݏ = መ௥ఈଓ௦̅ఉߣ − መ௥ఉଓ௦̅ఈߣ
ଶݏ = መ௥ఈଓ௦̅ఈߣ + መ௥ఉଓ௦̅ఉߣ

 (13) 

 
where ߣመ௥ఈ and ߣመ௥ఉ refer to the estimated rotor fluxes 

while  ଓ௦̅ఈ = ଓ௦̂ఈ − ݅௦ఈ  and  ଓ௦̅ఉ = ଓ௦̂ఉ − ݅௦ఉ  signify error of 
real and estimated stator currents. If the movement of sliding 
mode attains such surfaces, we have ݏଵ = 0 and ݏଶ = 0. This 
is equivalent with: 
 

ቈ
መ௥ఉߣ− መ௥ఈߣ
መ௥ఈߣ መ௥ఉߣ

቉ ൤
ଓ௦̅ఈ
ଓ௦̅ఉ൨ = ቂ00ቃ (14) 

 
As det(Λ) = መ௥ఈଶߣ)− + መ௥ఉଶߣ ) ≠ 0 , (14) has a unique 

solution (i.e. ଓ௦̅ఈ = 0  and ଓ௦̅ఉ = 0 ). Therefore, the 
convergence of currents estimation of this observer will be 
provided. The equations for DS-SMO are as represented in 
the following. 
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Fig. 1.  Overall block diagram of rotor field oriented control of induction motor 

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧ መ௥ఈߣ݀

ݐ݀ = መ௥ఈߣߟ− − ෝ߱௥ߣመ௥ఉ + ௠݅௦ఈܮߟ
መ௥ఉߣ݀
ݐ݀ = ෝ߱௥ߣመ௥ఈ − መ௥ఉߣߟ + ௠݅௦ఉܮߟ

݀ଓ̂௦ఈ
ݐ݀ = መ௥ఈߣߚߟ + ෝ߱௥ߣߚመ௥ఉ − ௦ఈ݅ߛ +

1
௦ܮߪ

௦ఈݒ − ଶݑመ௥ఈߣ݇
݀ଓ̂௦ఉ
ݐ݀ = −ෝ߱௥ߣߚመ௥ఈ + መ௥ఉߣߚߟ − ௦ఉ݅ߛ +

1
௦ܮߪ

௦ఉݒ − ଶݑመ௥ఉߣ݇

 (15) 

 
Where k is a design parameter. If it is equal to zero, it 

will signify a SS-SMO [13]. The switching terms are: 
 

൜ ෝ߱௥ = ߱଴. (ଵݏ)݊݃݅ݏ
ଶݑ = .ܯ (ଶݏ)݊݃݅ݏ  (16) 

 
Here, ߱଴  and M refer to design gains. After 

subtraction, the error of estimations is equal with: 
 

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧ ௥ఈߣ̅݀

ݐ݀ = ௥ఈߣ̅ߟ− − ෝ߱௥ߣመ௥ఉ + ௥߱ߣ௥ఉ
௥ఉߣ̅݀
ݐ݀ = ෝ߱௥ ௥ఈߣ̅ − ௥߱ߣ௥ఈ − ௥ఉߣ̅ߟ

݀ଓ௦̅ఈ
ݐ݀ = ௥ఈߣ̅ߚߟ + ෝ߱௥ߣߚመ௥ఉ − ௥߱ߣߚ௥ఉ − ଶݑመ௥ఈߣ݇

݀ଓ௦̅ఉ
ݐ݀ = − ෝ߱௥ߣߚመ௥ఈ + ௥߱ߣߚ௥ఈ + ௥ఉߣ̅ߚߟ − ଶݑመ௥ఉߣ݇

 (17) 

 
In order to review the occurrence of sliding mode, the 

two sliding variables are derived, and derivatives are 
substituted. The derivative of S1 is:  
 
ଵݏ̇ = መ௥ఈଓ௦̅ఉߣ൫ߟ− − መ௥ఉଓ௦̅ఈ൯ߣ − ෝ߱௥൫ߣመ௥ఈଓ௦̅ఈ + መ௥ఉଓ௦̅ఉ൯ߣ
௠൫݅௦ఈଓ௦̅ఉܮߟ+ + ݅௦ఉଓ௦̅ఈ൯ + ߚ ௥߱൫ߣመ௥ఈߣ௥ఈ + ௥ఉ൯ߣመ௥ఉߣ

መ௥ఈߣ௥ఉߣ൫̅ߟߚ+ − መ௥ఉ൯ߣ௥ఈߣ̅ − ߚ ෝ߱௥൫ߣመ௥ఈଶ + መ௥ఉଶߣ ൯
 (18) 

 
and the derivative of S2 is equal with: 

 
ଶݏ̇ = መ௥ఈଓ௦̅ఈߣ൫ߟ− − መ௥ఉଓ௦̅ఉ൯ߣ + ෝ߱௥൫ߣመ௥ఈଓ௦̅ఉ − መ௥ఉଓ௦̅ఈ൯ߣ

௠൫݅௦ఈଓ௦̅ఈܮߟ+ + ݅௦ఉଓ௦̅ఉ൯ + መ௥ఈߣ௥ఈߣ൫̅ߟߚ + መ௥ఉ൯ߣ௥ఉߣ̅
ߚ− ௥߱൫ߣመ௥ఈߣ௥ఉ − ௥ఈ൯ߣመ௥ఉߣ − ݇൫ߣመ௥ఈଶ + መ௥ఉଶߣ ൯ݑଶ

 (19) 

 
It should be noted that the switching term ݑଶ has not 

emerged in (18). The equations (18) and (19) can be rewritten 
in the following manner. 
 

ቊ
ଵݏ̇ = ଵ݂ − መ௥ఈଶߣ൫ߚ + መ௥ఉଶߣ ൯.߱଴. (ଵݏ)݊݃݅ݏ
ଶݏ̇ = ଶ݂ − ݇൫ߣመ௥ఈଶ + መ௥ఉଶߣ ൯.ܯ. (ଶݏ)݊݃݅ݏ

 (20) 

 

The functions f1 and f2 include estimations, error of 
estimations as well as speed and motor parameters. If 
estimations are limited, both functions will have a top-limit, 
and they will not tend to indefinite. Based on (20), if gains ߱଴  
and M are selected as sufficiently large while ߣመ௥ఈଶ + መ௥ఉଶߣ ≠ 0 
is presumed, the switching terms at the right side of (20) will 
be as shown in the following. 
 

ቊ
መ௥ఈଶߣ൫ߚ + መ௥ఉଶߣ ൯.߱଴ > | ଵ݂|
݇൫ߣመ௥ఈଶ + መ௥ఉଶߣ ൯.ܯ > | ଶ݂|

 (21) 

 
Therefore, S1 and ܵ̇ଵ as well as S2 and ܵ̇ଶ will have 

opposite signs. As a result, sliding variables are attractive, 
and ݏଵ → 0 and ݏଶ → 0. Hence, sliding mode occurs at the 
intersections of these variables. Because ߱଴ and M are sole 
gains of observer design (gain k can be presumed at M), the 
only condition that should be satisfied is (21). In order to 
satisfy the condition, it is necessary to determine the 
maximum values of functions f1 and f2 for proper design of 
gains. 

Employing s1 along sliding mode, because ଓ௦̅ఈ = 0 
and ଓ௦̅ఉ = 0 , it results in ൫ߣመ௥ఈଓ௦̅ఈ − መ௥ఉଓ௦̅ఉ൯ߣ = 0. 
Consequently, only one term is dependent on ෝ߱௥  in (18). 
With the assumption that ݏଵ = 0 and ̇ݏଵ = 0, the equivalent 
control signal is determined as follows.  
 

௥߱.௘௤ = ௥߱
መ௥ఈߣ௥ఈߣ + መ௥ఉߣ௥ఉߣ

መ௥ଶߣ
+ ߟ

௥ఉߣመ௥ఈ̅ߣ − ௥ఈߣመ௥ఉ̅ߣ
መ௥ଶߣ

 (22) 

 
Because the fluxes become convergent, the second 

term in (22) is zero, while other terms are 1. Therefore, it is 
obvious that ௥߱.௘௤ → ௥߱ .  The estimated speed tends toward 
the actual speed with a rate that depends on “reduction rate of 
sliding variable” or “S1”. If ̅ߣ௥ఈ and ̅ߣ௥ఉ are always zero, and 
the movement of sliding mode on S1 is not disturbed, ௥߱.௘௤ is 
precisely equal to ௥߱ . In this method, speed estimation can be 
obtained through passing the sliding variable s1 through a 
low-pass filter. As a result, time constant of filter, ߬௙, can be 
affected estimation of speed, and it must be optimally selected. 
Based on (21), design of ߱଴  requires ߚ൫ߣመ௥ఈଶ + መ௥ఉଶߣ ൯ ∙ ߱଴ >
| ଵ݂|. Thus, for a drive operating at the variable flux surfaces 
and variable speed ( ଵ݂ is dependent on speed), a proper value 
can be acquired for ߱଴ . Another essential condition is ߱଴ >
௥߱  since speed estimation is obtained through filtering of 

switching term ߱଴ ∙  If motor is required to operate .(ଵݏ)݊݃݅ݏ 
at low-speed region, the high value of ߱଴   can be problematic 
(development of chattering phenomenon).  

It should be also noted that movement of sliding mode 
on the surface s1 is independent of the switching term ܯ ∙
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 However, the movement of s2 includes the term .(ଶݏ)݊݃݅ݏ
߱଴ ∙ (ଵݏ)݊݃݅ݏ , and when the observer operates under 
unsuitable parameters, the term can operate as a disturbance. 
Therefore, value of ߱଴  must not exceed the design limit (for 
instance, if drive operates at 300 rad/s, it is harmful to utilize 
a value of ߱଴  higher than 1.5-2 times of 300 rad/s [15]). Figs. 
2 and 3 depict the effect of deign gains and time constant of 
low-pass filter on the accuracy of motor speed estimation and 
transient-state response. 

 
Fig. 2.  Effect of ߱଴  on speed estimation 

 

 
Fig. 3.  Effect of ߬௙ on speed estimation 

 

For Each Particle

Update v
Eq. (23)

Update x
Eq. (24)

Yes

No

Run
Simulation

Evaluate Fobj(x)
Eq. (25)

Next
Iteration

If Fobj(x) < f(Pbest)
PBest = x

If Fobj(x) < f(Gbest)
GBest = x

Next Particle

Satisfy 
Termination

Criterion

Solution is Gbest

Finish

PSO
Initialization

Start

 
Fig. 4.  Flowchart of PSO algorithm 

 
4.2. Particle Swarm Optimization 
 

The particle swarm optimization technique is first 
introduced by Kennedy and Eberhart in 1995 [33]. The main 
purpose of this algorithm was simulating collective behaviour 
of bird flock or fish school. Based on improving and 
changing animal Behaviour Model, a strong optimization 
method is proposed. Although this method is first introduced 
to optimize nonlinear continuous problems, much progress is 
performed to improve and use this algorithm to optimize 
complex problems in different branches of engineering. 

The PSO algorithm is a population-based evolutionary 
technique. It has important features compared to other 
optimization methods: 

 Unlike many common methods, this algorithm does 
not require a derivative of the objective function. 

 It can be combined with other optimization methods. 
 It has less sensitive to cost function. 
 Unlike many other evolutionary approaches, it has 

fewer regulatory parameters. 
 It is easy to implement with simple mathematical 

relationships and logical operators. 
Simplicity is the main feature of the PSO algorithm. 

In fact, this method can be implement with merely two 
equations. In this method, speed and location of each particle 
in searching process are determined through (23) and (24), 
respectively.  
 
௜௞ାଵݒ = ௜௞ݒ + ଵܿݎଵ(ܾܲ݁ݐݏ௜ − (௜௞ݔ + ܿଶݎଶ(ݐݏܾ݁ܩ −  ௜௞) (23)ݔ

 
௜௞ାଵݔ = ௜௞ݔ +  ௜௞ାଵ (24)ݒ

 
Where c1 and c2 are two constant numbers to determine the 
computation time and the number of iteration, r1 and r2 signify 
two random numbers, ݒ௜௞ refers to speed of ith particle at kth 
iteration, ݔ௜௞  refers to location of ith particle at kth iteration, 
 ௜ is the best solution of ith particle, and Gbest signifiesݐݏܾ݁ܲ
the best solution of all particles. The PSO algorithm process 
is as following: 

1- Production of the initial population 
2- Start the main loop 
3- Update the speed of ith particle 
4- Update the place of ith particle 
5- Evaluation of objective function 
6- Update Pbest for ith particle 
7- Update Gbest 
8- If all particles are not evaluated, and the end 

condition of the main loop is not finished, put i=i+1 
and go to level 3.  

9- If all particles are evaluated, and the end condition 
of the main loop is not finished, put i=1 and go to 
level 2. 

10-  If the end condition of the main loop is finished, go 
to level 11. 

11- Plot the result 
The process of implementing this algorithm is 

represented in Fig. 4.  
 

4.3. Objective Function 
 

In this paper, the main objective is the optimization of 
DS-SMO by considering the parameters ߱଴ , M and time 
constant of low-pass filter (߬௙) as optimization variables so 
that the convergence speed and accuracy of estimation are 
attained. Hence, the objective function can be represented as: 
 

௢௕௝ܨ = න |ఠ݁|)ݐ + | ఒ݁|)݀ݐ
்

଴
 (25) 

 
Where T refers to the total simulation time, ݁ఠ refers 

to speed estimation error, and ఒ݁ represents flux estimation 
error. 
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5. Proposed Improved Double-Surface Sliding 
Mode Observer 

Although the proposed ODS-SMO has better dynamic 
speed response compared to the DS-SMO method, the steady-
state condition includes severe current harmonic and torque 
ripple. In order to address this poor performance during 
steady-state condition, an improved double-surface sliding 
mode observer is introduced. In this method, the sign function 
is substituted by saturation function and the low-pass filter 
(LPF) is removed. In fact, the saturation function removes 
chattering effect result in better steady-state performance, and 
removing LPF can improve transient condition and remove 
delay. 
 

൜ ෝ߱௥ = ߱଴ . (ଵݏ)ݐܽݏ
ଶݑ = .ܯ (ଶݏ)ݐܽݏ  (26) 

 
It is significant to be mentioned that the parameters ߱଴  

and M are optimally determined by PSO algorithm. 
The values of sliding mode observer for all studied 

methods are represented in Table 1. The values of ODS-SMO 
and IDS-SMO have been selected by PSO method. The 
parameters of motor are also represented in Table 2. 
 
Table 1 Different values of sliding mode observer 

Method ߱଴  ௙߬ ܯ 
DS-SMO [15] 400 40 0.0667 
ODS-SMO 386.7712 9.1599 0.0012 
IDS-SMO 995.5 99.549 LPF is removed 

 
Table 2 Parameters of induction motor 
ܲ ߱௡ ௡ܶ ܮ௠ ܮ௟௥  ௟௦ ܴ௥ ܴ௦ܮ 

4 
1390 
rpm 

4 
N.m 

0.30 
H  

0.015 
H  

0.015 
H  

5.57 
Ω  

10.9 
Ω  

6. Simulation Results 
In order to conduct the comparison, simulation was 

performed with the values mentioned in [15] and proposed 
ODS-SMO and IDS-SMO (Table 1) in MATLAB/Simulink. 

The sample-time is set at 10 ݏߤ . The results of speed 
estimation and fluxes are represented in Figs 5-7. 

 
6.1. Transient-state analysis 
 

As it can be seen from Figs. 5-7 (a), although the 
proposed ODS-SMO has a faster dynamic speed response 
compared to DS-SMO, the proposed IDS-SMO can follow 
the actual speed with the minimum delay in comparison with 
the other methods. The most significant parameter to decrease 
delay is removing low-pass filter in the proposed IDS-SMO 
method. 

 
6.2. Steady-state analysis 
 

Figs. 5-7(b) illustrate the speed error of all methods. 
As it is expected, decreasing the time constant of low-pass 
filter can improve the transient response (Fig. 6(a)); however, 
it makes steady state operation the worst (Fig. 6(b)).  By 
removing the LPF in the proposed IDS-SMO (߬௙ → ∞), the 
minimum speed error is anticipated in the steady-state 
performance. 

In addition, Figs. 5-7(c) show that the estimated flux 
follows the actual flux in all methods precisely. Nonetheless, 
the proposed method has the best accuracy (Fig. 7(d)). 

In addition, by optimizing the coefficient in the 
proposed ODS-SMO, the flux becomes more balanced, and 
the flux error is decreased compared to the DS-SMO method 
[15] (Figs. 5(d) and 7(d)). 

In order to investigate the response of all methods, 
another simulation is performed while the motor is run at no-
load condition. Then, full-load is applied to the motor at t=5 
(sec).  

As it can be seen from Figs. 8(a) and (b), the DS-SMO 
method [15] and the proposed ODS-SMO have unreasonable 
dynamic speed response. In fact, reset the coefficient is 
fundamental in this situation to achieve stable performance. 
However, the response of proposed ODS-SMO is much better 
compared to DS-SMO [15].  

In addition, Fig. 8(c) depicts the stable performance of 
proposed IDS-SMO without changing the coefficients. 

(a) Speed (a) Speed (a) Speed

(b) Speed error (ωm-ωest) (b) Speed error (ωm-ωest) (b) Speed error (ωm-ωest)

(c) Stator Flux

(d) Flux error

(c) Stator Flux

(d) Flux error

(c) Stator Flux

(d) Flux error  
Fig. 5.  DS-SMO [15] Fig. 6. Proposed ODS-SMO Fig. 7. Proposed IDS-SMO 
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(a)

(b)

(c)  
Fig. 8. Close-loop control with different estimated speed 
(a) DS-SMO [15], (b) proposed ODS-SMO, and (c) 
proposed IDS-SMO 

7. Experimental Results 
In order to evaluate the practical effectiveness of the 

proposed IDS-SMO method, three tests are performed. A 
LaunchPad XL TMS320F28379D, a floating-point discrete 
signal processor board, is utilized to perform the analysed 
methods coded through Simulink/MATLAB. The sample-
time is set at 100 ݏߤ. The setup used for experimental tests is 
depicted in Fig. 9. 

 
(a) 

 
(b) 

Fig. 9. The setup used for practical tests 
 

7.1. Transient and steady state operation 
 

It is significant to be mentioned that the experimental 
results of all studied methods are depicted at Fig. 10, 11 and 
12. These tests are performed under nominal situation. 
According to Figs. 11(a) and 12(a), both proposed ODS-SMO 
and IDS-SMO can improve the transient response compared 
to the DS-SMO [15] (290 (msec)). It is evident that the 
proposed IDS-SMO has the fastest transient response (85 
(msec)) 

(a) Speed

(b) Speed error (ωm-ωest)

(c) Estimated Flux

(a) Speed

(c) Estimated Flux

(b) Speed error (ωm-ωest)

(c) Estimated Flux

(b) Speed error (ωm-ωest)

(d) Torque

(e) Phase-a current

(f) THD

(d) Torque

(e) Phase-a current

(f) THD

(d) Torque

(e) Phase-a current

(f) THD  
Fig. 10. DS-SMO [15] Fig. 11. Proposed ODS-SMO Fig. 12. Proposed IDS-SMO 
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As it can be seen from Fig. 12, the proposed IDS-SMO 
has the best performance during steady-state with minimum 
speed error (Fig. 12(b)), torque ripple (Fig. 12(d)) and total 
harmonic distortion (Fig. 12(f)). It is also apparent that 
although the proposed ODS-SMO can improve the transient 
response, its steady-state performance is the worst one with 
maximum speed error (Fig. 11(b)), torque ripple (Fig. 11(d)) 
and total harmonic distortion (Fig. 11(f)). 

To evaluate the performance of the proposed IDS-
SMO under sudden load-change, another experiment is 
carried out (Fig. 13). In this test, the nominal load is applied 
to the motor at t=2(sec) where the motor is run at nominal 
speed. Figure 13(a) illustrates the estimated speed follows its 
command precisely before and after employing the nominal 
load. In addition, the speed and torque response is really fast 
at about 10 (msec) for speed (Figs. 13(a) and (b)). 

 

(a) Speed

(b) Torque

(c) Current  
Fig. 13. Experimental results of proposed IDS-SMO 
method at nominal situation 

 

(a) Speed

(b) Torque

(c) Current  
Fig. 14. Bidirectional performance and standstill 
operation of proposed IDS-SMO method at low speed 
region  

7.2. Low speed region and bidirectional operation 
 
The experimental test is also accomplished at low 

speed region and standstill operation. The speed is set at 10 
percent of nominal speed in counter-clockwise direction (139 
(rpm)). Then, after a 10-second standstill, the direction is 
reversed at -139 (rpm) (Fig. 11(a)). Figure 11(b) illustrates 
that this test is implemented at nominal load. The phase-a 
current is finally depicted at Fig. 11(c). 

8. Conclusion 
This paper discusses the problem of speed and flux 

estimation of an induction motor. In this regard, the double-
surface sliding mode observer, extended by adding extra 
feedback terms to the single-surface sliding mode observer, 
is studied to enable speed and flux estimation precisely. 
In addition, by employing particle swarm optimization 
algorithm, the optimal double-surface sliding mode observer 
is proposed to attain faster transient speed response compared 
to DS-SMO. It is proved that the proposed ODS-SMO is only 
able to improve the transient response. In addition, it is 
illustrated that both DS-SMO and proposed ODS-SMO have 
poor performance when the step-load is applied to the motor. 
In order to address this problem, the IDS-SMO is proposed. 
Moreover, the proposed IDS-SMO method improves both the 
transient and steady-state operations compared to the DS-
SMO [15] and proposed ODS-SMO methods. Simulations 
and experimental studies substantiate that the proposed IDS-
SMO method has also a great performance at low speed 
region and standstill operation. 
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