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Abstract—Cascaded utilization of natural gas, electric power,
and heat could leverage synergetic effects among these energy re-
sources, precipitating the advent of integrated energy systems. In
such infrastructures, energy hub is an interface among different
energy systems, playing the role of energy production, conversion
and storage. The capacity of energy hub largely determines
how tightly these energy systems are coupled and how flexibly
the whole system would behave. This paper proposes a data-
driven two-stage robust stochastic programming model for energy
hub capacity planning with distributional robustness guarantee.
Renewable generation and load uncertainties are modelled by a
family of ambiguous probability distributions near an empirical
distribution in the sense of Kullback-Leibler (KL) divergence
measure. The objective is to minimize the sum of the construction
cost and the expected life-cycle operating cost under the worst-
case distribution restricted in the ambiguity set. Network energy
flow in normal operating conditions is considered; demand
supply reliability in extreme conditions is taken into account via
robust chance constraints. Through duality theory and sampling
average approximation, the proposed model is transformed into
an equivalent convex program with a nonlinear objective and
linear constraints, and is solved by an outer-approximation
algorithm which entails solving only linear program. Case studies
demonstrate the effectiveness of the proposed model and method.

Index Terms—capacity planning, data-driven optimization,
energy hub, multi-carrier energy system, uncertainty

NOMENCLATURE
A. Abbreviations

CHP Combined heat and power.
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COP Coefficient of performance.
DC Direct current.
DHN District heating network.
DR-SP Data-driven robust stochastic programming.
ESU Electricity storage unit.
HP Heat pump.
KL Kullback-Leibler.
LP Linear program.
MILP Mixed-integer linear program.
MINLP Mixed-integer nonlinear program.
PDF Probability density function.
PDN Power distribution network.
OA Outer approximation.
RO Robust optimization.
SP Stochastic programming.
SAA Sampling average approximation.
TSU Thermal storage unit.

B. Sets

SB,dj Set of downstream buses connecting to bus j.
SP,si Set of pipelines starting at node i.
SP,ei Set of pipelines ending at node i.

C. Parameters

cp Specific heat capacity of water.
COPi COP of heat pump.
hLi,t Heat loads.
Is Per unit construction cost of component s.
Lb Length of pipeline b in the DHN.
ṁS
i,t/ṁ

L
i,t Mass flow rate of heat source/load.

ṁb,t Mass flow rate in pipeline b.
pdj,t/q

d
j,t Active/reactive power demands.

rij/xij Line resistance/reactance.
T at Ambient temperature in period t.
V0 Voltage magnitude at the slack bus.
ηEi,c/η

E
i,d Charge/discharge efficiency of the ESU.

ηTi,c/η
T
i,d Charge/discharge efficiency of the TSU.

ηgpi /η
gh
i Gas to power/heat efficiency of CHP unit.

λb Heat transfer coefficient of pipelines.
µEi Self-discharge rate of ESU.
µTi Thermal dissipation rate of TSU.
ωg Price of natural gas.
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D. Decision Variables

Cs Capacity of component s in energy hub.
gini,t Gas input of energy hub.
houti,t Heat output of energy hub.
hci,t/h

d
i,t Charge/discharge rate of TSU.

hHPi,t Heat output of heat pump.
Pij,t/Qij,t Active/reactive line power flow.
pci,t/p

d
i,t Charge/discharge rate of ESU.

pini,t/p
out
i,t Electric power input/output of energy hub.

pTUi,t /p
w
i,t Output of local generator/wind farm.

pCHPi,t /hCHPi,t Electric/thermal power output of CHP unit.
Vj,t Voltage magnitude at bus j.
WE
i,t Electrical energy stored in ESU.

WT
i,t Thermal energy stored in TSU.

τ ib,t/τ
o
b,t Temperature at inlet/outlet of pipeline b.

τSi,t/τ
R
i,t Temperature of heat source or load at supply/

return side.
τni,t Mixture temperature at node i.

I. INTRODUCTION

THE excessive consumption of coals has created serious
air pollution problems in modern society. The Shale

Rock Revolution makes natural gas a promising clean fuel in
the future. Meanwhile, the proliferation of renewable energy
resources such as wind and solar generation greatly reduces
the carbon dioxide emission from the electricity sector. Nev-
ertheless, the output of wind farms and photovoltaic panels
is volatile, requiring sufficient backup capacity and flexible
resources to compensate the real-time imbalance, which has
brought great challenges to power system operation. Gas-fired
unit is able to respond to the fast change of renewable output;
heating system has large thermal inertial and could serve as
energy storage [1], [2]. Furthermore, combined dispatch of
natural gas, heat and power generation enjoys higher efficiency
than separated operation due to the cascade utilization of
various energies [3], [4]. In a word, considering the integration
of multi-carrier energy could improve overall energy efficiency
through cascaded usage of energy, and enhance system flexi-
bility by leveraging the fast-response and storage capabilities
of gas and heating systems. On this account, energy system
integration has become a prevalent trend in recent years, pre-
cipitating the advent of multi-carrier energy systems [5], [6].
In such integrated infrastructures, the connection (interface)
facility is the so-called energy hub [7], [8], which plays the
role of energy production, conversion and storage.

Operation of multi-carrier energy systems with energy hub-
s has been the research focus during the past few years.
Residential-level energy hub refers to those appearing at the
demand side and directly supplying home appliance without
considering network constraints since their capacity is small
and a single hub has tiny effect on the distribution system.
The operation of such energy hubs are formulated as a mixed-
integer linear program (MILP) in [9] and a mixed-integer non-
linear program (MINLP) in [10]. Operation and flexibility of
energy hub in combined heating, cooling and power generation
systems are studied in [11] through MINLP based approach.
Reference [12] investigates the operation of energy hub in a

smart building comprised of electric vehicles, combined heat
and power (CHP) unit, solar panels, and electrical storage sys-
tem. Distribution-level energy hub categories those connecting
to natural gas, power, and heat distribution systems and acting
as a prosumer. Because their operation could affect system
energy flows, network models have to be incorporated. Along
this line of research, the multi-carrier optimal energy flow
is discussed in [13]. A decomposition method and a multi-
agent genetic algorithm is applied to solve the problem. An
MILP model is suggested in [14] to solve the optimal energy
flow problem based on piecewise linear approximation of non-
convex natural gas flow constraints. A decomposition approach
is developed in [15] to solve the optimal energy flow problem
with a holomorphic embedding method to calculate power flow
solution of the electricity sub-network.

In above system operation studies, capacities of generation
equipment, energy conversion facilities, and storage units in
the energy hub are given, and largely determine how tightly in-
dividual systems are coupled with each other and how flexibly
the whole system would behave. Energy hub capacity planning
is another focus in the research field. For residential-level
energy hubs, a graphic theory based configuration modeling
method is set forth in [16], and the optimal configuration
planning problem comes down to an MILP. A two-stage MILP
model for energy hub configuration is developed in [17], in
which both equipment selection and connection topology are
optimized. As for the planning of distribution-level energy
hub connecting multi-carrier energy systems, reference [18]
investigates the optimal expansion planning for energy hub
in the interdependent natural gas and electricity networks
considering reliability, energy efficiency and carbon emission.
This problem is also studied in [19] by considering cooling
demands additionally. In [20], the planning strategies of energy
hub, power grid and natural gas system are jointly optimized,
ameliorating energy supply economy and system reliability.

Most of aforementioned studies rely on a deterministic opti-
mization paradigm. However, uncertain factors are ubiquitous
in the multi-carrier energy system, such as the volatility of
renewable generation and fluctuations of load demands. To
cope with uncertainty during the planning stage, a scenario
based stochastic programming (SP) approach is proposed in
[21] to address the optimal planning of energy hub with
uncertain wind power, electricity price and demand. The SP
approach is employed in [22] to design a wind integrated
energy hub, where both economic cost and reliability indices
are taken into account. In [23], an SP model is introduced
to address the demand response programs considering the
uncertainty of customers’ decisions in the multi-carrier energy
systems. Computational issue may arise in SP approaches
because a large number of scenarios are required to reflect the
random nature more accurately, leading to problems with very
large sizes. Benders decomposition algorithm is used in [24]
to solve SP models of energy hub planning problems. Robust
optimization (RO) is another useful tool for decision making
under uncertainty, which protects the system against the worst-
case scenario, but tends to be somehow conservative due to the
low probability of extreme events. RO is applied in energy hub
scheduling problem with unknown parameters [25], as well as
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operation and planning of multi-carrier energy systems [26]–
[28], but rarely seen in energy hub capacity planning problems,
to the best of our knowledge.

SP and RO have their own advantages and drawbacks. The
former one needs the exact probability distribution of uncertain
factors and offers an optimal solution in the sense of statistics.
However, the exact distribution is usually difficult to acquire
due to the lack of enough data; furthermore, despite that an ap-
proximated distribution can be procured, the optimal solution
to an SP model could have poor statistical performances if the
actual distribution is not identical to the designated one [29].
RO neglects the dispersion effect of uncertainty and copes with
the worst-case scenario in a pre-defined uncertainty set, and the
solution performance is insensitive to the change of uncertain
parameter as long as it does not step outside the uncertainty
set. Nevertheless, as the worst-case scenario rarely happens in
reality, the robust strategy could be conservative thus subop-
timal in practice. A method which combines the advantages
of SP and RO is the distributionally RO [30], [31], which is
also called data-driven robust SP (DR-SP) [32]. This approach
minimizes the expected cost under the worst-case probability
distribution within a family of candidate distributions rather
than an exact distribution or a specific scenario. The optimal
strategy is less conservative than traditional RO method and
more robust against perturbation in the PDF of uncertain data
than traditional SP model. Due to the difference in uncertainty
models, the solution algorithms of SP, RO and DR-SP also
differ a lot.

In this paper, a two-stage DR-SP model is set forth for
determining optimal facility sizes in a distribution-level energy
hub. The contributions are summarized as follows.

1) We propose a DR-SP approach to address energy hub
capacity planning problem in multi-carrier energy networks.
Renewable generation and load uncertainties are modelled by
ambiguous probability density functions (PDFs) around an
empirical PDF constructed from moderate historical data. The
distance between two PDFs is quantified by Kullback-Leibler
(KL) divergence measure. The objective function minimizes
the sum of investment cost and expected operating cost across
the service period under the worst-case distribution restricted
in the ambiguity set. Supply reliability in extreme condition-
s are modeled by robust chance constraints. Compared to
conventional SP and RO approaches, the proposed method
requires moderate information on uncertainty, and provides
robust planning strategies with reasonable conservatism level,
which could be adjusted by changing the KL-divergence
parameter in the ambiguity set.

2) We develop tractable reformulations for the proposed
model which is originally nonconvex and nonlinear, due to the
min-max-min objective function and robust chance constraints.
The constraints are linearized via convex approximation and
sampling average approximation (SAA). The objective func-
tion is transformed to a purely minimization one via dual theo-
ry. We reveal its convexity and develop an outer-approximation
(OA) algorithm in order to efficiently solve the whole problem
using LP solvers. Case studies validate the good performance
of the proposed method.

The rest of the paper is organized as follows. Mathematical
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Fig. 1. Structure of energy hub.

formulation of the DR-SP model for energy hub capacity
planning is introduced in Section II; The solution strategy is
developed in Section III; Case studies are carried out in Section
IV to demonstrate the effectiveness of the proposed model and
algorithm; Finally, conclusion is summarized in Section V.

II. MATHEMATICAL FORMULATION

A. Energy Hub Model

The topology and energy flow variables of energy hub are
shown in Fig. 1. The inputs are electricity and natural gas; the
outputs are electricity and heat. The energy hub consists of
CHP unit, heat pump (HP), electricity storage unit (ESU) and
thermal storage unit (TSU). Different from residential energy
hubs whose output connects to end users, both sides of the hub
in Fig. 1 connect to energy systems. Operating constraints and
energy flows in the energy hub can be described as follows:

pouti,t = pCHPi,t + pdi,t − pci,t (1a)

houti,t = hCHPi,t + hHPi,t + hdi,t − hci,t (1b)

gini,t = pCHPi,t /ηgpi + hCHPi,t /ηghi (1c)

hHPi,t = COPi · pini,t (1d)

WE
i,t+1 = WE

i,t(1− µEi ) + (pci,tη
E
i,c − pdi,t/ηEi,d)∆t (1e)

WT
i,t+1 = WT

i,t(1− µTi ) + (hci,tη
T
i,c − hdi,t/ηTi,d)∆t (1f)

where equalities (1a) and (1b) are electric and thermal power
balancing conditions; equations (1c) and (1d) stipulate the
input-output relations of CHP unit and HP. Constraints (1e)
and (1f) describe charging dynamics of ESU and TSU. Com-
plementarity of charging and discharging is naturally met
and thus relaxed in (1), because simultaneous charging and
discharging is not the optimal strategy owing to dissipativity.
Detailed analysis can be found in [33]. Strict complementarity
can be imposed in model (1) via binary variables without
jeopardizing the solution method discussed later.

B. Network Models

The power distribution network (PDN) is radial in topology,
and the power flow in PDN can be established recursively from
the linearized branch flow model developed in [34].

pj,t + Pij,t =
∑

k∈SB,dj

Pjk,t + pdj,t (2a)
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qj,t +Qij,t =
∑

k∈SB,dj

Qjk,t + qdj,t (2b)

Vj,t = Vi,t − (rijPij,t + xijQij,t)/V0 (2c)

where equalities (2a) and (2b) represent active and reactive
power balancing conditions, pj,t denotes the total active power
injection at bus j, including the active output from local gener-
ators pTUj,t , wind farms pwj,t, and the energy hub poutj,t . Equality
(2c) stands for the forward voltage drop along a distribution
line. Model (2) neglects network losses; nevertheless, reactive
power and bus voltage are considered, so it is more appropriate
in distribution systems than the well-known DC power flow
model which neglects reactive power and assumes constant
bus voltage magnitudes.

A district heating network (DHN) consists of symmetric
supply and return pipelines. At each source (load) node,
heat is injected into (withdrawn from) the network via a
heat exchanger between the supply side and the return side.
The physical DHN model is subject to hydraulic conditions
and thermal conditions [35]. In this paper, the constant-flow
variable temperature mode is adopted, in which mass flow
rates ṁ in hydraulic conditions are set to constant values. The
thermal flow model of DHN reads as follows.

hSi,t = cpṁ
S
i,t(τ

S
i,t − τRi,t) (3a)

hLi,t = cpṁ
L
i,t(τ

S
i,t − τRi,t) (3b)

τob,t = (τ ib,t − T at )e
− λbLb
cpṁb,t + T at (3c)∑

b∈SP,ei

(τob,tṁb,t) = τni,t
∑

b∈SP,ei

ṁb,t (3d)

τ ib,t = τni,t ∀b ∈ S
P,s
i (3e)

where equalities (3a) and (3b) represent thermal energy
exchange at heat source and heat load nodes. Equality
(3c) describes the temperature drops along the supply/return
pipelines. Equality (3d) depicts the mixture fluid temperature
at confluence nodes. Equality (3e) stipulates the temperature
of mass flows leaving a confluence node. For more details
about the DHN, please refer to [35].

Gas flows in a pipeline network are governed by partial
differential equations [36], and gas-electricity coupling usually
appears at transmission level. This paper focuses on heat-
power integration at distribution level: the interdependent PDN
and DHN in a city, as heat cannot be economically delivered
for very long distance. Therefore, natural gas transportation
network model in an upstream level is neglected. Transients
in a gas distribution network are usually much faster. The
main operating limit for an energy hub is the maximum gas
deliver rate, which can be roughly approximated by imposing
time-varying upper bounds on the natural gas inflows.

C. Deterministic Model

In the deterministic formulation, renewable output and load
demands are known exactly. In the first stage, capacities
of energy hub components are determined; in the second
stage, operating constraints in three typical days (sampled
from spring/autumn, summer, and winter) are considered. The

objective function is to minimize the sum of construction
cost and life-cycle operation cost. We make the following
assumptions in the planning problem:

1) Energy hub planning is guided by a government agency.
The objective is to minimize the investment cost of the
hub and the total operation cost of the integrated energy
system during a period of 10 years. Because we consider
a distribution-level energy hub, whose operation cost is
comparable to that of the system, the two costs can be
added together for minimization.

2) The connection topology of the energy hub is fixed. The
candidate components for investment include CHP unit,
HP, ESU and TSU. Electric boilers and different types
of battery arrays can be easily included. For the ease of
exposition, we just select one typical facility for each
functionality when establishing the model. The operation
cost consists of fuel expenditures of local generators in
the PDN and the CHP unit in the energy hub.

3) The cost of heat pump is neglected for two reasons: First,
it consumes electricity whose production cost has already
been counted; Second, the cost of heat pump, if exists,
is paid by the energy hub to the PDN, i.e., a domestic
financial issue inside the integrated energy system, so
does not appear in the objective function.

Conceptually, the deterministic energy hub planning prob-
lem can be written as follows

min fC +Nd · fO
s.t. Cons-PF, Cons-TF

Cons-EH, Cons-BD
(4)

where Cons-PF stands for the linearized branch flow equations
(2a)-(2c); Cons-TF is the abbreviation for thermal flow con-
straints (3a)-(3e); Cons-EH encapsulates energy hub operation
conditions in (1); Cons-BD collects all lower and upper bound
constraints of decision variables. The construction cost is given
by

fC = ICHPCCHP + IHPCHP + IECE + ITCT (5)

which includes investment costs of CHP unit, heat pumps,
ESU and TSU in the energy hub. The daily operation cost
function is defined as

fO =
∑
t

∑
i

ωgg
in
i,t +

∑
j

F (pTUj,t )

 (6)

which consists of fuel costs of CHP units and local generators.
The convex quadratic function F (pTUj ) can be approximated
by a piecewise linear function using well-known methods,
such as that in [37], so we can assume that the objective
function is linear without loss of generality. Nd is the number
of services days, which is equal to 3650 in this paper. For
notation conciseness, a typical day is selected to explain
the model; in implementation, we incorporate three typical
days in spring/autumn, summer, and winter with weights 0.5,
0.25 and 0.25 to calculate the daily operation cost fO. Here
we do not consider demand growth and net present value
of operation cost, because a 10-year planning horizon is
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relatively moderate. Nevertheless, such factors can be easily
incorporated by modifying some parameters.

The bounds of energy hub operating variables depend on
capacities of CHP unit CCHP , heat pump CHP , ESU CE and
TSU CT . Their relations are

(pCHPi,t /ηgpi + hCHPi,t /ηghi ) ≤ CCHP (7a)

pCHPi,t /ηgpi ≥ R
p
gC

CHP , hCHPi,t /ηghi ≤ R
h
gC

CHP (7b)

hHPi,t ≤ CHP (7c)

WE
i,t ≤ CE , pdi,t ≤ REd CE , pci,t ≤ REc CE (7d)

WT
i,t ≤ CT , hdi,t ≤ RTd CT , hci,t ≤ RTc CT (7e)

which are included in Cons-BD. The former two equalities
denote the polyhedral operation region of CHP unit, including
the maximum fuel import rate in (7a), as well as minimum
electric output and maximum thermal output in (7b), where
Rhg and Rpg are constants; (7c) reflects HP capacity; Equalities
(7d) and (7e) limit the charging/discharging rates of storage
units depending on their capacities, where REd , REc , RTd and
RTc are constants.

Let vector x represent the first-stage decision variables, i.e.,
facility capacities CCHP , CHP , CE and CT ; vector ξ denotes
the uncertain parameters including the output of wind farms
pwj,t and system loads pdj,t and hLi,t; vector y contains the
second-stage decision variables, including those in the power
flow model and the thermal flow model. With notations defined
above, the deterministic model for energy hub planning is an
LP and can be expressed via a compact matrix form as follows

min cTx+Q(x, ξ)

s.t. x ∈ X
(8)

where X = {x|0 ≤ x ≤ xu} is the feasible set of first-
stage decisions; the first term cTx in the objective function
corresponds to the construction cost fC in (5); the second
term Q(x, ξ) is the optimal operating cost associated with
parameter ξ under a given x, which can be expressed by

Q(x, ξ) = min
y

pTy

s.t. Ax+By +Cξ + d ≤ 0
(9)

where the objective function corresponds to the operation cost
in (6). Constraints include those in Cons-PF, Cons-TF, Cons-
EH, and Cons-BD, except for those in X .

Without uncertainty, problem (8) is an LP and can be easily
solved. To explain why the planning problem is posed in a
two-stage form, let us see how the uncertainty is dealt with.
To actively consider the uncertain nature of parameter ξ, SP
and RO models can be set up based on the deterministic
formulation (8). Suppose we have a set of representative
samples ξ1, ξ2, · · · , ξn. For the scenario based SP, if we
know the probabilities π1, π2, · · · , πn with respect to each
sample, then the SP model can be set up by

min cTx+
∑
n

πnp
Tyn

s.t. x ∈ X, Ax+Byn +Cξn + d ≤ 0, ∀n
(10)

Otherwise, if no information on the probabilities is avail-
able, we can resort to the following RO model

min
x

cTx+ max
ξn

{
min
yn
pTyn

}
s.t. x ∈ X, Ax+Byn +Cξn + d ≤ 0, ∀n

(11)

From (10) and (11) we can observe:

1) The second-stage decision yn depends on the value of
first-stage decision x and uncertain data ξn. This refers to
the fact that once the capacity planning strategies of ener-
gy hub are deployed in the first-stage, they cannot change
any more during the operation periods. The second stage
simulates system daily operation after the uncertain data
(e.g. renewable generation and load demand) can be
predicted accurately. This means that the output of each
unit could respond to the actual value of uncertain data
to minimize the operation cost. In this way, planning and
operation are integrated in a holistic model through taking
detailed operation constraints and data uncertainty into
account in the planning stage.

2) SP and RO models share the same constraints; they are
different in the objective function: the former incorporates
an expected cost in the second stage, and the latter
considers the worst-case outcome. Clearly, SP requires
more information on the uncertainty. In practice, we may
not have exact values of πn, but can still infer some
useful information from finite historical data available at
hand, such as an empirical distribution, and how close
the true one is distant to the empirical one. But if we use
RO model (11), we naturally abandon all the distribution
information, and may get over-conservative planning s-
trategies. Above dilemma calls for new methodology that
utilizes ambiguous dispersion information and remains
computationally tractable.

D. Modelling the Uncertainty

1) Determining a reference distribution P0. The most widely
used empirical distribution is the histogram. For example, we
have totally M samples to fit in N bins, and there are M1, M2,
· · · , MN samples in each bin. Then the representative scenario
in each bin is the expectation of ξ in there, and the corre-
sponding probability is πi = Mi/M , i = 1, · · · , N , and the
discrete density function of P0 is {π1, · · · , πN}. Otherwise,
we may assume that ξ follows some certain distribution, say
the Gaussian distribution, and calibrate the parameters in the
PDF via curve fitting methods [38]. Because we will consider
a family of PDFs around P0, the requirement on an accurate
distribution can be relaxed.

2) Constructing the ambiguity set. We consider all possible
probability distributions that are close enough to P0, or more
exactly, all elements in the following set

W = {P |DKL(P ‖ P0) ≤ dKL} (12)

where dKL is a constant threshold which determines the size
of the ambiguity set and reflects the confidence level, and the
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distance measure

DKL(P ‖ P0) =

∫
Ω

f(ξ) log
f(ξ)

f0(ξ)
dξ (13)

is the KL-divergence from the density function f0(ξ) of P0 to
the density function f(ξ) of P . For discrete distributions, the
KL-divergence has the form of

DKL(P ‖ P0) =
∑
n

πn log
πn
π0
n

(14)

In either case, there are infinitely many PDFs in the ambiguity
set W whenever dKL > 0; otherwise, if dKL = 0, W becomes
a singleton, and the proposed formulation degenerates to a
traditional SP model.

KL-divergence is established based on information theory
[39], and is widely adopted to quantify the distance between
two probability distributions in distributionally RO problems.
Later we will see, using such a measure in the ambiguity set
W will give rise to a convex equivalent program, which greatly
facilitates solving the planning problem.

3) Selecting the confidence level dKL. In practice, the
decision marker can specify the value of dKL according to
the attitude towards risks. Nevertheless, a proper value can
be obtained from probability theory. Intuitively, the more
historical data we have, the closer the reference PDF f0(ξ)
leaves from the true one, and the smaller dKL should be set.
As indicated in Theorem 3.1 in [40], it could be selected as:

dKL =
1

2M
χ2
N−1,α∗ (15)

where χ2
N−1,α∗ is the α∗ upper quantile of a χ2 distribution

with N−1 degrees of freedom. Equation (15) ensures that W
contains the true distribution with a probability of at least α∗.

E. Data-driven Robust SP Model

Based on the compact form (8) and the ambiguity set W
defined in (12), the DR-SP model for energy hub planning
could be cast as

min cTx+ sup
P∈W

EP [Q(x, ξ)] (16a)

s.t. x ∈ X (16b)
inf

P ′∈W ′
Pr{Dloss(ξ) ≤ 0} ≥ 1− α (16c)

where EP [Q(x, ξ)] denotes the expectation of operation cost
value function Q(x, ξ) when the uncertain parameter ξ follows
distribution P . Constraint (16c) prescribes that in extreme
days, all load must be served with a minimal probability of
1−α, or the probability of load shedding must be smaller than
α. We call it a robust chance constraint because it considers
the worst-case distribution. Dloss(ξ) means the minimum
unserved load in extreme days given the uncertain data ξ,
which is defined as

Dloss(ξ) = min g

s.t. A′x+B′y +C′ξ + d′ ≤ 0∑
k∈Sb,dj

Pjk,t + pdi,t − Pij,t − pj,t ≤ g

cpṁ
L
i,t(τ

S
i,t − τRi,t)− hLi,t ≤ g

(17)

where coefficient matrices A′, B′, C′, and d′ correspond to
A, B, C, and d excluding nodal energy balancing conditions.
The latter two inequalities are relaxed nodal energy balancing
conditions, in which load shedding is quantified by a slack
variable g, and ξ collects all uncertain parameters including
pwj,t, p

d
j,t and hLi,t. Please note that in (17) we do not restrict g to

be non-negative, and a negative g will not impact planning or
operating strategies, because it is only used for evaluating load
shedding probability and will never be deployed for operation
purpose.

The objective function (16a) accounts for the expectation
EP [Q(x, ξ)] in the worst-case distribution in normal days.
In view of these facts, the planning model (16) inherits the
advantages from both SP and RO: an exact PDF is not needed,
and the optimal strategy is insensitive to the perturbation in the
PDF of uncertain parameters. Indeed, due to the storage capa-
bilities of ESU and TSU as well as the flexibility enabled by
cogeneration and energy conversion, the system is also robust
to the change of ξ. This is simply a physical implication.

It should be pointed out that the worst-case distributions
in the objective function (16a) for normal days and robust
chance constraint (16c) for extreme days are not the same, and
we can set up different ambiguity sets for (16a) and (16c). In
these regards, we use P ′ and W ′ in reliability constraint (16c)
to distinguish them from the ones appearing in the objective
function (16a).

III. SOLUTION STRATEGY

In formulation (16), the maximum expectation in (16a) and
minimum probability evaluation over ambiguity set in (16c)
prevent it from being solved directly. In this section, we derive
tractable reformulations.

A. Reformulation of the Robust Chance Constraint

The robust chance constraint (16c) is difficult because it
involves an infimum evaluation over an infinite set. It can be
imaged that if (16c) is satisfied, then the probability evaluated
under the reference distribution P0 must be greater than 1−α,
and the modifier must depend on the divergence measure and
the confidence level. If the KL-divergence is used to measure
the distance between PDFs, it is proven in [32] that constraint
(16c) is equivalent to a traditional chance constraint

Pr0{Dloss ≤ 0} ≥ 1− α+ (18)

where Pr0 indicates the probability evaluated under the refer-
ence distribution P0; α+ can be calculated by

α+ = max

{
0, 1− inf

z∈(0,1)

{
e−dKLz1−α − 1

z − 1

}}
(19)

where the univariate function h(z) = (e−dKLz1−α − 1)/(z −
1) is convex in z over the open interval (0, 1) [32], so its
minimum can be easily computed from the classical golden
section search method or the first-order optimality condition
that requires ∂h(z)/∂z = 0. It is also revealed that α+ < α, so
(18) is more conservative than a traditional chance constraint
evaluated at P0.
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However, chance constraint (18) is still non-convex [41]. A
practical way is to find a conservative but convex approxima-
tion. It is obvious that (18) is equivalent to

EP0 [I+(Dloss)] = Pr0{Dloss > 0} ≤ α+ (20)

where EP0(·) denotes expectation associated with the empiri-
cal distribution P0; I+(x) is an indicator function, i.e.,

I+(x) =

{
1, if x > 0

0, otherwise

Now, we just need to find a convex function ψ(x) that over
estimates I+(x) to ensure the approximation

EP0
[I+(Dloss)] ≤ EP0

[ψ(Dloss)] ≤ α+ (21)

is conservative. If we require:
1) ψ(x) is nondecreasing;
2) ψ(0) = 1.
It clearly over estimates I+(x). In this paper, ψ(Dloss) is

selected as follows

ψ(Dloss) = max{0, Dloss/β + 1} (22)

where β > 0 is a constant. Nevertheless, parameter β will be
optimized in the final problem as such ψ(Dloss) provides a
good approximation.

Perform SAA; suppose ξ1, ξ2, · · · , ξK are typical scenarios
with corresponding probabilities π1, π2, · · · , πK ; then inequal-
ity EP0 [ψ(Dloss)] ≤ α+ renders∑

k

πk max{0, Dloss(ξ
k)/β + 1} ≤ α+

Multiplying both sides by β and introducing auxiliary variable
φk, above inequality can be linearized as

Dloss(ξ
k) + β ≤ φk, φk ≥ 0, ∀k∑

k

πkφk ≤ βα+, β > 0 (23)

The value of Dloss(ξ
k) is determined from problem (17).

In the final problem, the minimization operator is no longer
needed, and β is also a variable to be optimized. Details can be
found in subsection C. Because we have employed α+ which
is more prudent than α, the reliability requirement in extreme
days can be satisfied even if probabilities π1, · · · , πK are not
entirely exact.

B. Reformulation of the Objective Function

For a given planning strategy x, the worst-case expectation
problem reads as follows:

sup
P∈W

EP [Q(x, ξ)] (24)

Problem (24) entails optimizing a PDF, so it is an infinite-
dimensional optimization problem. According to [42], the
dual problem of (24) is the following univariate optimization
problem

min
λ≥0

λ log
{
EP0

[
eQ(x,ξ)/λ

]}
+ λdKL (25)

where the decision variable is a non-negative scalar λ. For
discrete distributions, the expectation in (25) can be replaced
with a weighted-sum form

min
λ≥0

λ log

{∑
n

πn

[
eQ(x,ξn)/λ

]}
+ λdKL (26)

Define θn = Q(x, ξn); In Appendix, we prove that

H(θ, λ) = λ log

(∑
n

πne
θn/λ

)
(27)

is a convex function not only in λ but also in θn. Although θn
is regarded as constant in the dual problem (26), however, it
will be a decision variable in the final problem. Such convexity
greatly facilitates algorithm development.

C. Final Problem and the Outer Approximation Algorithm

Based on aforementioned discussions, the energy hub plan-
ning problem (16) can be cast in the following form with a
convex objective function and linear constraints.

min cTx+ λ log

(∑
n

πne
θn/λ

)
+ λdKL (28a)

s.t. x ∈ X, λ ≥ 0 (28b)

θn = pTyn, ∀n (28c)
Ax+Byn +Cξn + d ≤ 0, ∀n (28d)

A′x+B′y
k

+C′ξ
k

+ d′ ≤ 0, ∀k (28e)

Myk +Nξk ≤ gk, ∀k (28f)

gk + β ≤ φk, φk ≥ 0, ∀k (28g)
K∑
k=1

πkφk ≤ βα+, β > 0 (28h)

In (28), scenarios in normal and extreme conditions are
generated from three typical days and two extreme days, and
independently labeled by n and k, respectively. The optimal
second-stage cost Q(x, ξn) = pTyn is denoted by θn in
(28c); Load shedding is not allowed in normal conditions,
as indicated by (28d); (28e)-(28f) quantify the minimum
unserved nodal demands; (28g)-(28h) are reliability constraints
for extreme conditions derived in (23), where the loss function
Dloss(ξ

k) = gk.
Because the objective function (28a) is shown to be convex,

and constraints (28b)-(28h) are polyhedral, any local algorithm
or solver would converge, if succeeds, to the global optimum
of (28). However, according to our preliminary test, general
purpose nonlinear programming solvers, such as IPOPT and
NLOPT, fail to converge when solving problem (28). To
overcome this difficulty, an outer approximation (OA) algo-
rithm is developed to solve (28) in an iterative manner. Basic
procedures are summarized in Algorithm 1. This algorithm
first linearizes the convex region defined by H(θ, λ) ≤ σ, and
successively generate cutting planes to approximate its bound-
ary with increasingly high accuracy. As a result, only linear
programs are solved. Finite convergence of OA algorithm for
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Algorithm 1
1: Choose a convergence tolerance ε > 0; Set iteration index
m = 0; Initialize θ0 by solving SP model (10) and set
λ0 = 1000; calculate the value of Hm = H(θm, λm) as
well as the gradient of H(θ, λ) at (θm, λm)

gmH =

[(
∂H

∂θ

)T
,

∂H

∂λ

]∣∣∣∣T
(θm,λm)

(29)

2: Solve the following master LP

min cTx+ σ + λdKL

s.t. (28b)− (28h)

Hv + (gvH)
T

[
θ − θv
λ− λv

]
≤ σ,

v = 0, 1, · · · ,m

(30)

Update m← m+ 1, and record the optimal solution and
the optimal value.

3: If the change of optimal values in two consecutive steps
is less than ε, terminate and report the optimal solution
as the final result; else calculate Hm and gmH according
to (29), and add a new constraint

Hm + (gmH )
T

[
θ − θm
λ− λm

]
≤ σ (31)

to the master LP (30) and go to step 2.

convex programs has been established in [43]. According to
our experiences, Algorithm 1 always converges in no more
than 6 iterations for solving problem (28).

To compare the proposed DR-SP model with traditional SP
and RO approaches, the supply reliability constraint in extreme
days is augmented. For SP model (10), after performing
convex approximation and SAA, the SP model is expressed
as follows.

min cTx+
∑
n

πnp
Tyn

s.t. x ∈ X, Ax+Byn +Cξn + d ≤ 0, ∀n
A′x+B′y

k
+C′ξ

k
+ d′ ≤ 0, ∀k

Myk +Nξk ≤ gk, ∀k
gk + β ≤ φk, φk ≥ 0, ∀k
K∑
k=1

πkφk ≤ βα, β > 0

(32)

RO model (11) could be amended as follows after adding
supply reliability constraint.

min
x

cTx+ max
ξn

{
min
yn
pTyn

}
s.t. x ∈ X, Ax+Byn +Cξn + d ≤ 0, ∀n

A′x+B′y
k

+C′ξ
k

+ d′ ≤ 0, ∀k
Myk +Nξk ≤ 0, ∀k

(33)

In (33), load shedding is not allowed even in extreme days,
which is in line with the basic paradigm of RO. Unlike a
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Fig. 2. Topology of integrated system.

TABLE I
COMPONENT DATA

Parameters Construction Cost

CHP ηgp = 0.9, ηgh = 0.9 1000000 ($/MW)
HP COP = 3 1500000 ($/MW)

ESU ηEc = 0.98, ηEd = 0.98, µE = 0.01 200000 ($/MWh)
TSU ηHc = 0.95, ηHd = 0.95, µH = 0.01 150000 ($/MWh)

traditional RO model which uses an uncertainty set, (33) copes
with a finite number of scenarios. Nonetheless, it is equivalent
to considering the convex hull of {ξn} as the uncertainty set.

IV. CASE STUDIES

A test system comprised of a modified IEEE 33-bus PDN
and a 10-node DHN is used to validate the performance of
the proposed model and algorithm. System topology is shown
in Fig. 2 and system data are available in [44]. Two energy
hubs are to be invested within the period of ten years. Energy
hub component data are listed in Table I. All experiments are
conducted on a laptop with Intel i5-7300HQ CPU and 8G
memory. All optimization models are established by YALMIP
in MATLAB. LP is solved by CPLEX12.8.

For the uncertain factors, electric/thermal demands and wind
generation profiles in three typical days (spring/autumn, sum-
mer, and winter) are employed in normal condition constraint
(28d); two extremal days in summer and winter are particularly
treated in (28e)-(28f). The predicted data are plotted in Fig.
3. We assume that the forecast error obey Normal distribution
with zero mean, and the standard deviation is 0.2 times of
forecast values for wind power, and 0.1 times of forecast
values for system load. To perform SAA, 5000 scenarios are
generated for each representative day. Based on the back-
forward scenario reduction method [45], 100 scenarios are
selected for normal and extreme days. According to (15),
dKL = 0.0124 is used in (12) with confidence level α∗ = 0.95;
In the robust chance constraint (16c), the reliability level is
maintained no less than 95%, which means α = 0.05 and
α+ = 0.0229, in light of (19).
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Fig. 3. Electrical loads, heat loads and wind power outputs in different cases.
(from left to right: three typical days in spring/autumn, summer and winter;
two extreme days in summer and winter)

TABLE II
OPTIMAL INVESTMENT STRATEGIES

DR-SP SP RO

EH1

CHP (MW) 5.8732 5.6406 6.1008
HP (MW) 2.6416 2.6325 2.5780

ESU (MWh) 3.8214 4.0569 4.0688
TSU (MWh) 6.8870 6.7553 6.6172

EH2

CHP (MW) 5.9455 5.7004 6.1711
HP (MW) 2.6013 2.5917 2.5393

ESU (MWh) 3.8665 4.0572 4.0786
TSU (MWh) 6.8611 6.7520 6.5141

Optimum (107$) 8.0282 7.9391 8.6954
Investment Cost (107$) 2.3283 2.2826 2.3547
Operation Cost (107$) 5.6999 5.6565 6.3407

Computation Time(s) 847 128 91

The proposed DR-SP model (28) is compared with tradition-
al SP model (32) and RO model (33). The planning results
offered by the three approaches are compared in Table II.
Clearly, in terms of the optimal value, DR-SP is more (less)
conservative than the traditional SP (RO), because SP only
accounts for the reference distribution P0, and RO neglects the
dispersion effect of uncertain parameters. It is also observed
that the RO model prefers to invest on CHP units as it is
the most flexible component, and results in the highest cost.
Compared to SP, system flexibility in normal conditions and
reliability under extreme conditions can be guaranteed by
deploying the planning strategy offered by DR-SP, at the cost
of 1.12% additional expenditure. The computation time of
three models is also shown in Table II. Algorithm 1 for DR-
SP model takes 847s to converge within 6 iterations, which is
acceptable in a planning problem.

Parameter dKL interprets the decision-maker’s confidence
on the accuracy of empirical distribution. The larger dKL, the
better the system is protected against distributional uncertainty.
In this set of tests, we investigate the impact of data availability
and confidence level α∗ in W . These two factors lead to dif-
ferent values of dKL, according to (15). Results are exhibited
in Table III. The optimal values increase moderately with the
growth of dKL; even if only 100 samples are used for setting
up the ambiguity set, the overall cost is still smaller than that in
RO. We also observe that data availability has larger impact on

TABLE III
OPTIMUMS WITH DIFFERENT VALUES OF dKL

M

dKL &
Optimum(107$)

α∗

0.90 0.95 0.99

5000 0.0118 & 8.0261 0.0124 & 8.0282 0.0136 & 8.0322
2000 0.0296 & 8.0800 0.0311 & 8.0844 0.0340 & 8.0930
1000 0.0592 & 8.1211 0.0622 & 8.1234 0.0679 & 8.1278
500 0.1185 & 8.1597 0.1243 & 8.1629 0.1358 & 8.1690
100 0.5925 & 8.3167 0.6217 & 8.3231 0.6790 & 8.3381

TABLE IV
FAILURE EVENTS WITH DIFFERENT KL DIVERGENCE DISTANCE

d0p 0.005 0.010 0.020 0.030 0.050

DR-SP
Pr1 2.36% 2.92% 3.74% 4.41% 5.52%
Pr2 2.22% 2.75% 3.55% 4.19% 5.27%

SP
Pr1 4.26% 5.02% 6.15% 7.06% 8.57%
Pr2 4.13% 4.88% 5.99% 6.89% 8.37%

the total cost than parameter α∗. In all these tests, Algorithm 1
successfully converges in 6 iterations and the computation time
is less than 900s, demonstrating the efficiency of the proposed
method in a planning problem with a long time horizon.

A main advantage of the DR-SP model is that its optimal
solution is insensitive to PDF perturbations. In this experiment,
we generate data sets consisting of 10000 scenarios whose
distribution is different from the reference one. Their KL
divergence distance d0

p is calculated from (14). We test the
probability of demand loss events under each data set. Results
are provided in Table IV, where Pr1 /Pr2 denotes the failure
probability in the extreme summer/winter day. Under the
planning strategies offered by the traditional SP model, the
failure probabilities in extreme days exceed the designated
value once d0

p > 0.01. Under the planning strategies offered
by the DR-SP model, when d0

p < 0.0124, the value used
in W , the reliability level is greater than 97% even if the
real data follows a different distribution, demonstrating the
distributional robustness of planning strategies. In fact, the
reliability level can be maintained even d0

p grows to 0.03.
This is because we use convex function ψ(x) to approximate
the indicator function I+(x), resulting in the conservative
inequality (21). Further increase of d0

p wrecks the reliability
requirement, as shown in the last column of Table IV.

Energy storage units play a central role in the daily op-
eration of energy hub. In the future, the unit capacity costs
of both ESU and TSU are expected to drop continuously. In
this experiment, we change the investment cost coefficients
of storage units by multiplying their values in Table I with a
scalar ζ. Results are given in Table V. We can see that storage
capacity increase rapidly with the deceasing of investment
cost. Meanwhile, CHP unit capacity decreases significantly
while heat pump capacity grows slightly due to the growing
size of TSU. These results indicate that the need for energy
storage may witness fast growth in future integrated systems.

Finally, we investigate the impact of wind penetration level.
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TABLE V
INVESTMENT STRATEGIES WITH DIFFERENT STORAGE COSTS

ζ 1.0 0.8 0.6 0.4

EH1

CHP (MW) 5.8732 5.3492 3.3455 3.0995
HP (MW) 2.6416 2.7203 2.9550 3.0594

ESU (MWh) 3.8214 5.8367 14.6498 15.7582
TSU (MWh) 6.8870 8.1579 13.4595 14.2451

EH2

CHP (MW) 5.9455 5.4157 3.3896 3.1393
HP (MW) 2.6013 2.6767 2.9060 3.0067

ESU (MWh) 3.8665 5.8203 14.5244 15.6491
TSU (MWh) 6.8611 8.1389 13.4434 14.2272

Optimum (107$) 8.0282 7.9438 7.7950 7.5944
Investment Cost (107$) 2.3283 2.3636 2.5397 2.5890
Operation Cost (107$) 5.6999 5.5802 5.2553 5.0054

TABLE VI
RESULTS WITH DIFFERENT WIND PENETRATION LEVELS

Wind Capacity 6MW 8MW 10MW 12MW

EH1

CHP (MW) 6.4103 5.8732 4.9633 3.6916
HP (MW) 2.5695 2.6416 2.8034 2.9743

ESU (MWh) 3.0106 3.8214 6.2506 10.7163
TSU (MWh) 5.5171 6.8870 8.9294 12.1764

EH2

CHP (MW) 6.4923 5.9455 5.0227 3.7299
HP (MW) 2.5327 2.6013 2.7678 2.9206

ESU (MWh) 3.0770 3.8665 6.2979 10.6220
TSU (MWh) 5.5207 6.8611 8.9499 12.1630

Optimum (107$) 8.8974 8.0282 7.2216 6.4713
Investment Cost (107$) 2.3429 2.3283 2.3534 2.4182
Operation Cost (107$) 6.5545 5.6999 4.8682 4.0531

In this test, the wind farm output given in Fig. 2 is multiplied
by a constant. Its capacity refers to the maximum output
throughout the day. Results are shown in Table VI. We can
see when more wind energy is available to use, the excessive
electricity produced during night can be stored in ESU or
converted into heat and stored in TSU, so the capacity of
storage units grows significantly. Meanwhile, larger heat pump
is built to produce thermal energy from electric power, which
is used to supply peak heat demand and charge the TSU.
Consequently, the capacity of CHP unit decreases because
more energy will be produced by wind turbines with zero
operation cost, while dispatching CHP unit incurs non-zero
gas fuel cost.

V. CONCLUSION

This paper proposes a data-driven robust stochastic pro-
gramming model for determining capacities of components in
an energy hub in multi-carrier energy networks. The proposed
method shows two appealing features: first, it makes no
reference to the exact distributions of uncertain factors while
accounts for the dispersion effect; second, it remains compu-
tationally tractable because of the convex nature and the linear
programming based algorithm. The proposed model properly
considers operating constraints and reliability requirements in
the planning stage, and thus could offer more informative
reference to the decision maker.

Case studies deliver the following implications: From the
methodology point of view, the model conservatism is ac-
ceptable for planning oriented applications; the reliability is
robust against the perturbation in renewable generation and
load probability distributions, which is called distributional
robustness. In short, the proposed model offers more robust
and less conservative planning strategies compared to existing
approaches, and its conservatism is adjustable for decision
makers. From the investment tendency point of view, with the
continuous drop of storage construction cost and the increasing
penetration level of renewables, the need for energy storage
in the integrated energy system will grow rapidly.

APPENDIX

Proposition 1: Function

H(θ, λ) = λ log

(∑
n

πne
θn/λ

)
is convex in both of its inputs θ and λ.
Proof: First, we claim that the following function is convex
(page 87, in Example 3.14, [46])

h1(θ) = log

(
N∑
n=1

eθn

)
Second, because the composition with an affine mapping
preserves convexity (Sect. 3.2.2, [46]), a new function

h2(θ) = h1(Aθ + b)

remains convex under linear mapping θ → Aθ + b. Let A be
an identity matrix, and

b = [log π1, · · · , log πN ]T

then we have

h2(θ) = log

(
N∑
n=1

πneθn

)
is a convex function; At last, function

H(θ, λ) = λh2(θ/λ)

is the perspective of convex function h2(θ), so is convex in
both inputs θ and λ (Sect. 3.2.6, [46]).
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