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Abstract—In the last decade, the level of variable renewable
energy sources (RESs) integrated in distribution network systems
have been continuously growing. This adds more uncertainty
to the system, which also faces all traditional sources of un-
certainty and those pertaining to other emerging technologies
such as demand response and electric vehicles. As a result,
distribution system operators are finding it increasingly difficult
to maintain an optimal daily operation of such systems. Such
challenges/limitations are expected to be alleviated when dis-
tribution systems undergo the transformation process to smart
grids, equipped with appropriate technologies such as energy
storage systems (ESSs) and switchable capacitor banks (SCBs).
These technologies offer more flexibility in the system, allowing
effective management of the uncertainty in RESs. This paper
presents a stochastic mixed integer linear programming (SMILP)
model, aiming to optimally operate distribution network systems,
featuring variable renewables, and minimizing the impact of RES
uncertainty on the system’s overall performance via ESSs and
SCBs. A standard 41-bus distribution system is employed to
show the effectiveness of the proposed S-MILP model. Simulation
results indicate that strategically placed ESSs and SCBs can
substantially alleviate the negative impact of RES uncertainty
in the considered system.

NOMENCLATURE

A. Sets/Indices

i/Ωi Index/set of buses
g/Ωg/ΩDG Index/set of generators/DGs
l/Ωl Index/set of branches
s/Ωs Index/set of scenarios
h/Ωh Index/set of hours
cb/Ωcb Index/set of capacitor banks
ζ/Ωζ Index/set of substations
y Index of linear segments

B. Parameters

Emines,i , E
max
es,i Energy storage limits (MWh)
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ERg, ERSS Emission rates of DGs and energy pur-
chase upstream, respectively (tCO2e/
MWh)

gl, bl, S
max
l Conductance, susceptance and flow limit

of branch l, respectively (f,f MVA)
OCg,i,s,h Operation cost of DGs (e/MWh)
pfg DG power factor
pfss Power factor at substation
Qcb, maxi Maximum capacitor bank capacity at

node i (MVAr)
rl, xl Resistance and reactance of branch l,

respectively (Ω,Ω)
ues,i,h Utilization status of storage system (1 if

connected, 0 otherwise)
Vnom Nominal voltage (kV)
vs,h Penalty for unserved power (e/MW)
Y Total number of linear segments
αl,y, βl,y Slopes of linear segments y of branch l
ηches , η

dch
es Charging and discharging efficiencies of

storage systems (%)
∆V min,∆V max Limits for voltage deviations (kV)
λζs,h Price of electricity purchased from up-

stream (e/MWh)
λCO2
s,h Price of emissions (e/tCO2e)
ρs Probability of scenario s

C. Variables

CET Total cost of emissions (expected)
COT Total operation cost (expected)
CUT Total cost of unserved power (expected)
TC Total cost (objective function)
DemP is,h Active power demand at node i (MW)
DemQis,h Reactive power demand at node i (MVAr)
Ees,i,s,h Stored energy (MWh)
Iches,i,h, I

dch
es,i,h Charge and discharge indicator variables,

respectively
PSSζ,s,h, Q

SS
ζ,s,h Active and reactive power import from

grid (MW, MVAr)
P ches,i,s,h, P

dch
es,i,s,h Charged and discharged power (MW)

Pg,i,s,h Active power produced by DGs (MW)
Puni,s,h, Q

un
i,s,h Active and reactive power unserved at i

(MW, MVAr)
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pl,s,h,y, ql,s,h,y Step variables used to linearize the
quadratic flows (MW, MVAr)

Pl, Ql, θl Active and reactive power flows, and
voltage angle difference of branch l, re-
spectively (MW, MVAr, radians)

PLl,s,h, QLl,s,h Active and reactive power losses of
branch l (MW, MVAr)

Qg,i,s,h Active power produced/consumed by
DGs (MVAr)

Qcbi,s,h Reactive power injected at node i by
capacitor bank (MVAr)

Vi,s,h, Vj,s,h Voltage magnitudes of node i and j within
the same branch (kV)

θi,s,h, θj,s,h Voltage angles at node i and j within the
same branch (radians)

λdchs,h Cost of storage system (e/MWh)

I. INTRODUCTION

Power systems have experienced significant changes in the
last decade. In particular, distribution network systems are now
gradually evolving from passive to active network systems.
These changes are as a result of the need for the energy
systems to adapt to new challenges such as the continuous
increase in demand for electricity [1], environmental concerns
associated with conventional power generation practices, en-
ergy transmission and distribution, etc. In order to partly over-
come such challenges, distributed generation (DG) systems
(renewables, in particular) have been integrated in the energy
systems, which is becoming a common practice throught the
world.

However, the integration of variable renewable energy
sources (RESs) comes with several challenges, both economic
and technical. On the technical side, the first major challenge
that immediately comes with RES integration is related to the
uncertainty and variability of renewables, which “make the
management of network systems very difficult” [2]. Further-
more, violations of system-wide technical restrictions are not
tolerated especially at distribution levels, that is, the system
should always operate respecting the technical limitations
[3]. On the economical point of view, the non-dispatchable
nature of RES, especially wind and solar, brings additional
costs. To overcome these challenges several countries are
investing in planning and expanding their current infrastructure
to cope with RES integration [4]. It is necessary to introduce
technologies that facilitate the integration of variable RESs
and their effective management. Among others, the optimal
use of energy storage systems (ESSs) and switchable capacitor
banks (SCBs) is a viable option capable of addressing the
aforementioned challenges, at least partly.

It is now widely accepted that ESSs will be extremely
important components of future power systems because they
help to counteract the unpredictable variation of the energy
generated using RESs, as well as the uncertainty associated
with power supply, which adversely affects the optimal oper-
ation and reliability of the traditional electrical systems [5].
Therefore, the use of ESSs allows to level the incompatibility

between energy generation and demand [6], [7]. In addition,
ESSs can contribute to relieving the fluctuation of power from
RESs, low voltage ride through, and voltage support, resulting
in smoother system operations. In [8], the wide-range benefits
of using ESSs in the distribution system are extensively dis-
cussed. Despite all this, ESSs are yet very expensive. However,
with the continuous technological development, the cost of
most ESS technologies has been decreasing with high learning
rates. A recent study on cost-benefit analysis of ESSs has
shown that ESSs are becoming increasingly competitive, and
the use of such technologies is justified in many cases [8].

Another relatively cheaper technology that allows greater
integration and management of RESs is switchable capacitor
bank. This is due to the fact that power systems require a
significant amount of reactive power to maintain the voltage in
the nodes within specified ranges. There are several switching
methods such as the VAR compensation source but the most
commonly used is switchable capacitor banks since capacitors
are passive filters and do not interfere with the optimization
process [9]. Therefore, capacitor banks are widely used as
effective technologies, both at the transmission and distribution
levels. In addition to maintaining the nodal voltages at standard
levels, capacitor banks can be used to reduce energy losses by
injecting reactive power into substations [10], thereby increas-
ing system capacity and correcting system power factor [11].
Capacitor banks placement along the line will compensate for
the inductive or reactance’s loads of the lines [12]. In the
literature, several capacitor bank positioning techniques have
been proposed as in [10], [13]–[15].

This work develops a new stochastic MILP model that aims
to ensure a more efficient utilization of variable renewables at
distribution levels. In addition, the model is used for managing
the uncertainty inherent to such energy sources with properly
located ESSs and SCBs, thereby maintaining the stability and
the integrity of distribution networks systems as well as the
power quality in the system.

II. MATHEMATICAL FORMULATION

A. Objective Function

As described in [16], the location of the different resources
is already predetermined. The objective of this work is to
investigate an optimal operation of distribution grids featuring
large-scale RES based DGs, SCBs and ESSs, in order to cope
with the variability of wind and solar power production.

The objective function minimizes the sum of expected costs
of operation, emission, unserved energy and emissions along
the optimization scope.

MinTC = COT + CUT + CET (1)

The total operation cost is given by the sum of expected
costs of power generation by DGs, import power and dis-
charged power as:



COT =
∑
s∈Ωs

ρs ∗
∑
h∈Ωh

∑
g∈Ωg

∑
i∈Ωi

OCg,i,s,h ∗ Pg,i,s,h

+
∑
s∈Ωs

ρs ∗
∑
h∈Ωh

∑
ζ∈Ωζ

λζs,h ∗ P
SS
ζ,s,h

+
∑
s∈Ωs

ρs ∗
∑
h∈Ωh

∑
es∈Ωes

∑
i∈Ωi

λdchs,h ∗ P dches,i,s,h

(2)

Cost of discharge is considered to account for the degrada-
tion of the energy storage system.

To model the total cost of unserved power cost, a penalty
(vs,h) is considered:

CUT =
∑
s∈Ωs

ρs ∗
∑
h∈Ωh

∑
i∈Ωi

vs,h ∗ (Puni,s,h +Quni,s,h) (3)

The final equation that is part of the objective function refers
to the total cost of emissions. It is modeled as:

CET =
∑
s∈Ωs

ρs ∗
∑
h∈Ωh

∑
g∈Ωg

∑
i∈Ωi

λCO2
s,h ∗ ERg ∗ Pg,i,s,h

+
∑
s∈Ωs

ρs ∗
∑
h∈Ωh

∑
ζ∈Ωζ

λCO2
s,h ∗ ERSS ∗ PSSζ,s,h

(4)

B. Constraints

For computation reasons, the non-linear and non-convex
AC power flow equations are often linearized under various
simplifying assumptions. Here, the linearized AC network
model proposed in [17] is being considered. The linearized
active and reactive power flow constraints are:

Pl,s,h ≈ Vnom(∆Vi,s,h −∆Vj,s,h)gl − V 2
nombl(θl,s,h) (5)

Ql,s,h ≈ −Vnom(∆Vi,s,h −∆Vj,s,h)bl − V 2
nomgl(θl,s,h) (6)

The thermal limit in a feeder is given by:

P 2
l,s,h +Q2

l,s,h ≤ (Smaxl )2 (7)

The quadratic expression (7) is linearized using a piece-
wise linearization, considering a sufficient number of linear
segments, Y. In this study, Y is considered equal to 5, a
number which balances accuracy with computation burden
[18]. There are several ways of linearizing such functions
as described in [19]. This approach is based on a first-
order approximation of a non-linear curve, and is chosen due
to its relatively simple formulation. In order to reduce the
mathematical complexity of the formulation, two non-negative
auxiliary variables are introduced for each of the flows Pl and
Ql, where Pl = P+

l −P
−
l and Ql = Q+

l −Q
−
l . These auxiliary

variables (P+
l , P−l , Q+

l and Q−l ) represent the positive and
negative flows of Pl and Ql, respectively.

The associated constraints, in this case, are presented below:

P 2
l,s,h ≈

Y∑
y=1

αl,ypl,s,h,y (8)

Q2
l,s,h ≈

Y∑
y=1

βl,yql,s,h,y (9)

P+
l,s,h + P−l,s,h =

Y∑
y=1

pl,s,h,y (10)

Q+
l,s,h +Q−l,s,h =

Y∑
y=1

ql,s,h,y (11)

where pl,s,h,y ≤ Smaxl /Y and ql,s,h,y ≤ Smaxl /Y .
The active and reactive power losses in line l can be

approximated as:

PLl,s,h = rl(P
2
l,s,h +Q2

l,s,h)/V 2
nom (12)

QLl,s,h = xl(P
2
l,s,h +Q2

l,s,h)/V 2
nom (13)

The details related to (12) and (13) can be found in [17].
To ensure that, at all time, load balances are respected, the

sum of of all injections should be equal to the sum of all
withdrawals at each node for both active (14) and reactive
(15) loads, which is Kirchhoff’s Current Law:

PSSζ,s,h +
∑

g∈ΩDG

Pg,i,s,h +
∑

es∈Ωes

(P dches,i,s,h − P ches,i,s,h)

+
∑
in,l∈i

Pl,s,h −
∑
out,l∈i

Pl,s,h + Puni,s,h

= DemP is,h +
∑
in,l∈i

1

2
PLl,s,h +

∑
out,l∈i

1

2
PLl,s,h ∀ ζ ∈ i

(14)

QSSζ,s,h +
∑

g∈ΩDG

Qg,i,s,h +
∑

cb∈Ωcb

Qcbi,s,h

+
∑
in,l∈i

Ql,s,h −
∑
out,l∈i

Ql,s,h

= DemQis,h +
∑
in,l∈i

1

2
QLl,s,h +

∑
out,l∈i

1

2
QLl,s,h ∀ ζ ∈ i

(15)

ESS constraints are presented below:

0 ≤ P ches,i,s,h ≤ ues,i,hIches,i,hP
ch,max
es,i,s,h (16)

0 ≤ P dches,i,s,h ≤ ues,i,hIdches,i,hP
dch,max
es,i,s,h (17)

Iches,i,h + Iches,i,h ≤ 1 (18)

Ees,i,s,h = Ees,i,s,h−1 + ηchesP
ch
es,i,s,h

− βdches P dches,i,s,h where βdches =
1

ηdches

(19)

Emines,i,s,hues,i,h ≤ Ees,i,s,h ≤ Emaxes,i,s,hues,i,h (20)

Ees,i,s,h0
= µesues,i,hE

max
es,i (21)

Ees,i,s,hf = Ees,i,s,h0 (22)

The charging and discharging limits related to ESS are
depicted in (16) and (17), respectively. Note that ues,i,h is a
control variable, set to 1 in this study, that defines if a storage
unit is connected or not. Constraint (18) ensures that charging
and discharging cannot occur simultaneously. The amount of
energy available in ESS at hour h depends on the state of
charge at the previous hour and on the charge or discharge
cycle, on hour h, as demonstrated in (19). The maximum and



minimum storage capacity at hour h are also considered in
(20). Constraints (21) and (22) ensure that there is an initial
charge storage level (21), and that at the end of the cycle (hf )
the amount of energy stored is the same as the initial ESS
level (22). These constraints ensure that the obtained solution
does not depend on the initial reservoir level.

Charging and discharging inefficiencies are considered in
order to model losses (electrical, chemical, etc.). In this study,
charging and discharging efficiencies are considered equal.

Active and reactive power limits related to DGs are pre-
sented below:

0 ≤ Pg,i,s,h ≤ Pmaxg,i,s,h (23)

0 ≤ Qg,i,s,h ≤ Qmaxg,i,s,h (24)

In the case of variable generation sources, Pmaxg,i,s,h should
be equal to the actual production at a specific hour. In this
study, wind and solar (PV) type DGs are considered to
have reactive power support capabilities. To model this, the
following constraint must be considered:

− tan(cos−1(pfg)) ∗ Pg,i,s,h ≤ Qg,i,s,h (25)

Qg,i,s,h ≤ tan(cos−1(pfg)) ∗ Pg,i,s,h (26)

In (25) and (26) it can be observed that, DGs are capable
of operating between a leading and lagging power factor.

The reactive power at the substation is constrained as:

QSS, minζ,s,h ≤ QSSζ,s,h ≤ Q
SS, max
ζ,s,h (27)

where the minimum and maximum reactive power limits could
be calculated as in (28) and (29):

QSS, maxζ,s,h = tan(cos−1(pfss)) ∗ PSSζ,s,h (28)

QSS, minζ,s,h = − tan(cos−1(pfss)) ∗ PSSζ,s,h (29)

The following constraint related to capacitor banks ensures
the reactive power produced is bounded between zero and the
maximum capacity:

0 ≤ Qcbi,s,h ≤ Q
cb, max
i (30)

III. CASE STUDY, RESULTS AND DISCUSSION

A. System Data and Assumptions

Information regarding the radial network used to test the
proposed operation model, can be found in [16]. For the
base case, no lower voltage restrictions were considered, and
the presented results correspond to a substation power factor
of 0.8. This power factor, despite unrealistic, was chosen to
ensure that, on the base case, all of the reactive demand was
met. Note that for the base case, all DGs, SCBs and ESSs
are not connected. This way, the only available power comes
from the upstream grid, which would mean that there would be
unserved reactive demand for high power factors. To ease the
analysis of different cases and scenarios, the minimum power
factor at the substation level was maintained at 0.8.

The location of capacitor banks, energy storage systems and
DGs can also be found in [16], with the only change on the
installed wind capacity on bus 14 which is now 2 MW instead

of 3 MW. This change was made in order to better evaluate
the impact of ESS in coping with the variability of RES. In
this study, as mentioned in II-B, DGs are considered to have
a reactive power support with a power factor of 0.95.

In addition, the following assumptions were made when
carrying out the simulations:
• A 24 hour period was considered.
• Electricity price follows the same trend as demand.
• Nominal voltage is 12.66 kV.
• ∆V min = −5% ∗ Vnom and ∆V max = 5% ∗ Vnom.
• The number of partitions (Y) is set equal to 5.
• ηches = 90%, unless otherwise mentioned.
• ERSS = 0.4 tCO2e/MWh.
• Emission rate of DGs is set to 0.0276 and 0.0584
tCO2e/MWh for wind and solar, respectively.

• λCO2
s,h = 6 e/tCO2e.

• Electricity tariffs of wind and solar power generators are
20 and 40 e/MWh, respectively.

• λdchs,h = 5 e/MWh.
• At node 1, V1 = Vnom and θ1 = 0.
• vs,h = 3000 e/MW.
This study considers the combination of ten different sce-

narios for representing uncertainty related to demand, wind
and solar power outputs, leading to a total of 1000 scenarios.

B. Results and Discussions
In order to analyze the behavior and impact of DGs, ESS

and SCBs on the system, several cases were considered:
• Base case: Only importing power from the upstream

grid is considered, while DGs, ESSs and SCBs are not
connected.

• CB only: Only SCBs are connected, while DGs and ESSs
are not.

• Efficiency (EFF) 0.9: DGs, ESSs and SCBs are con-
nected. Storage efficiency set to 90%.

• EFF 0.8: The same as case ”EFF 0.9”, but ESS efficiency
was reduced to 80%.

• EFF 0.7: The same as case ”EFF 0.9”, but ESS efficiency
was reduced to 70%.

• Lim Q: The same as case ”EFF 0.9”, but constraints
related to reactive power were not considered.

For each case, other than the ”Lim Q” one, reactive power
constraints were considered. The purpose of removing these
constraints for the last case was to observe the behavior of the
system when power export was allowed.

Voltage profiles for all cases can be seen in Fig. 1. It can be
observed that for the base case, voltage deviations surpassed
the minimum limit due to the high reactive power requirement
in the system. To avoid infeasibility, in addition to lowering
the power factor of the substation to 0.8, there was a need to
remove the minimum voltage deviation constraints, only for
the base case.

Emissions and import costs for each case, as well as the
corresponding average losses are presented in Table I.

As expected, for the base case, where only import is
considered, voltage deviations increased throughout the system



Fig. 1. Average voltage deviations at each node for each case

TABLE I
RELEVANT SYSTEM VARIABLES FOR EACH CASE

Case Base CB only EFF 0.9 EFF 0.8 EFF 0.7 Lim Q

Operation Cost (e)
DG 0 0 1667.83 1699.13 1724.28 1788.28
ESS 0 0 52.84 43.25 29.08 67.87

Cost of Import (e) 5999.8 5842.75 180.65 267.27 364.29 -214.14

Cost of Emissions (e)
DG 0 0 13.88 14.15 14.38 14.92

Substation 205.87 200.34 7.67 10.33 12.62 2.66

Total Cost (e) 6205.67 6043.09 1922.87 2034.13 2144.65 1659.58

Average Losses
PL (MW) 0.33 0.23 0.1 0.09 0.09 0.15

QL (MVAr) 0.23 0.17 0.08 0.08 0.07 0.11

especially for buses on the far end. Furthermore, as bus 1 is
considered to have a deviation of 0%, then all downstream
buses will have a negative voltage deviation, as power flows
from upstream to downstream, a classic system power flow.
Note that profiles shown above represent averages. The voltage
deviation, for the base case, at bus 41 could vary between
-7.7% and -14.3% for low and high demand scenarios, respec-
tively. In the matter of cost in this case, there is a high cost of
imported energy and the respective emission cost. Moreover,
this case presents the highest value of both active and reactive
power losses.

With the inclusion of capacitor banks (Case CB only), volt-
age deviation could be managed since there are now reactive
power sources within the system. Voltage profiles now respect
the limits as it can be seen in Fig. 1. By including capacitor
banks, losses have decreased (Table I), as expected, which
in turn affected the imported power, reducing the amount of
both active and reactive power required from the substation.
Including reactive power sources reduced cost by 2.6%, and
more importantly, voltage deviations improved on average
by 45.1% respecting the imposed limits. Since in this case
only the upstream grid and SCBs were considered, costs only
concern imported power and its respective emissions, as in the
first case. In addition, this case also follows the classic grid

Fig. 2. Energy mix for Case: EFF 0.9

active power flow.
Considering all technologies connected to the grid (DGs,

ESSs and SCBs) there is a complete change on the voltage
profile, as seen in Fig. 1, for all remaining cases. As DGs were
included, voltage profiles were altered so that power flows
can now occur from downstream to upstream. For example,
bus 14, 32 and 38 have the highest installed capacity of DGs,
and each one of these buses belongs to a different branch of
the grid, and are located near the end of the corresponding
branch. As it can be observed in Fig. 1, bus 14 and 32 have
the highest positive deviation (of the corresponding branch),
which means they dispatch energy for the surrounding buses
and loads, because production surpasses the local demand. As
for bus 38, it has another bus with DGs in the same branch
(bus 39), it dispatches power to upstream buses since demand
at node 39, 40 and 41 are met by the local production at bus
39. Note that the situation at bus 38 only occurs because local
production at bus 39 surpasses local demand.

The energy mix for the case where DGs, ESSs and SCBs
are connected to the system can be analyzed in Fig. 2. It
can be observed that during valley hours, the system uses
the excess wind power production and a slight import of
power, since prices are low, to charge the energy storage
systems. When wind power production diminishes, ESSs begin
to discharge and together with solar production the demand
is met. Because solar power production is more expensive,
regarding tariffs, than ESSs and wind power production, we
observed a curtailment of solar power since discharging the
stored energy was cheaper, because it originated from wind
type DGs. Despite being more expensive, solar PVs must
be used, since later in the day, there will not be any and
power import will be more expensive. In other words, a total
curtailment of solar power would be counterproductive since
ESSs can be used more efficiently later in the day, and also
because it would mean curtailing a valuable resource totally
dependent on the time of day. In order to compensate the lack
of solar power during peak hours, when electricity prices are
higher, ESSs can be used to partially meet demand, avoiding
the need to import energy at high prices.



The difference in the actual power production and demand
profiles (visible during peak hours) is because of losses in the
system.

Considering ESSs with lower efficiencies leads to a decrease
in the utilization of these systems, since it would require more
energy to use them efficiently. When ESS efficiency is reduced,
the otherwise curtailed solar production must now be used to
compensate. In Table I, both cases with altered efficiencies
presented a higher cost of operation and emissions of DGs,
because of increased use of solar power, and at the same
time more import power cost, and respective emissions, since
stored energy was intended to be used later in the day when
electricity price is higher. On the other hand, losses decreased
slightly when compared to Case: EFF 0.9 since less discharge
power was used. Moreover, voltage profiles did not change
significantly for different ESS efficiencies (i.e cases EFF 0.8
and EFF 0.7) when compared to the profile in case EFF 0.9.

When excluding the reactive power limits, export is now
allowed, which means import prices can be negative (excess
power can be sold to the grid), reducing the objective function.
This is proved by the fact that this case presents the lowest
cost, as demonstrated in Table I. Losses increase because DG
nodes are on the far end of the grid and in order to export
active power, it must pass through several lines until it reaches
the substation, increasing losses (when compared with Case:
EFF 0.9). However, they are still less than in the Base case.
Voltage profiles are slightly improved when compared to EFF
0.9 case, since there is active power export at the same time
as reactive power import.

IV. CONCLUSION

This work proposed a new stochastic MILP model that aims
to ensure a more efficient utilization of variable renewables at
distribution levels. The results show that the integration of
ESS together with reactive power sources could cope with the
variability of RES, reducing losses and cost, while improving
voltage profiles.

Because of ESS, renewable energy penetration increased
significantly, since excess wind power could be stored and
used later, instead of being curtailed. This way, the integration
of ESS allows a more efficient use of renewable energy
sources, which are almost emission-free power source, and this
is reflected in the cost. In fact, RESs can represent 96% of the
total power production. A good planning of the location and
capacity of RES is also required, since this will affect losses
and depending on the locations, sizes as well as the profile
of wind and solar outputs. As demonstrated in this study,
with the integration of RESs, ESSs and SCBs in the right
locations, active power losses in the EFF 0.9 case could be
reduced by 70% on average, and total cost in the same case by
69%. Furthermore, the proposed model considerably improves
voltage profiles in the system, which in turn contributes to
an increased voltage stability margin which is essential for a
secure operation of the system.
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