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Abstract—The frequency security problem becomes a critical 
concern in power systems when the system inertia is lowered due 
to the high penetration of renewable energy sources (RESs). A 
wind-storage system (WSS) controlled by power electronics can 
provide the virtual inertia to guarantee the fast frequency 
response after a disturbance. However, the provision of virtual 
inertia might be affected by the variability of wind power 
generation. To address this concern, we propose a two-stage 
chance-constrained stochastic optimization (TSCCSO) model to 
find the optimal thermal unit commitment (i.e., economic 
operation) and the optimal placement of virtual inertia (i.e., 
frequency stability) in a power grid using representative power 
system operation scenarios. An enhanced bilinear Benders 
decomposition method is employed with strong valid cuts to 
effectively solve the proposed optimization model. Numerical 
results on a practical power system show the effectiveness of the 
proposed model and solution method. 

Index Terms—Virtual inertia, bilinear Benders decomposition, 
chance-constrained stochastic programming, renewable energy. 

NOMENCLATURE 

Indices and Sets 
𝑖 Index of units 
𝑘 Index of wind farms 
𝑡/j Indices of discrete time periods 
Q Index of continuous time 
𝑠 Index of wind farm scenarios 
𝑏 Index of buses 
𝑚 Index of incentive demand response suppliers 
L Index of transmission lines  
Ωୋ Set of units 
Ω୛ Set of wind farms 
Ω୆ Set of load buses 

Parameters 
T Number of time periods 
𝑁ୗ Set of scenarios  
bi, ci Generation cost coefficients of unit i 
ai, ek Reserve cost of unit i and wind farm k 
SUi/SDi Start-up/Shut-down cost of unit i 
dk Virtual inertia cost of wind farm k 

xi,0 Initial status of unit i 
Ti,0 Consecutive time of initial status of unit i 
𝑇௜
௢௡ Minimum start-up time of unit i 

𝑇௜
௢௙௙ Minimum shut-down time of unit i 

Hwk Virtual inertia constant at wind farm k 
Hgi Inertia constant of thermal unit i 
D Total effective system damping 
Δ௦,௧
୫ୟ୶ Possible largest disturbance of power systems at time 

t in s-th scenario 
Δ𝑓௡௔ௗ௜௥

୫ୟ୶  Maximum frequency increment at Nadir 
Δ𝑓ொௌௌ

୫ୟ୶ Maximum frequency increment at steady state 
Td Delivery time of frequency response 
tDB Dead-band time of governors 
ΔfDB Frequency increment at time tDB 
RoCoFmax Maximum rate of change of frequency 
M A large number 
𝑊௞,௦,௧

୤  s-th scenario of forecasted wind power at wind farm 
k at time t 

𝐿௕,௦,௧ s-th scenario for load at bus b at time t 
𝑅𝑤௞

୫ୟ୶ Reserve limit of wind farm k 
𝑅𝑔௞

୫ୟ୶ Reserve limit of unit i 
s Probability of the s-th scenario 
𝑃௜
୫ୟ୶ Maximum output of unit i 

𝑃௜
୫୧୬ Minimum output of unit i 

Rui/Rdi Ramp up /ramp down rate of unit i  
𝐹௟
୫ୟ୶ Transmission line limit of line l 

Glk/Gli/Glb Distribution shift factor of line l to wind farm k, unit 
i and load bus b 

λt Confidence level for chance constraints at time t 
Variables 

ΔPi,t/ 
ΔWk,t 

Generation increment of the i-th unit / k-th wind farm 
at time q after a disturbance 

Δf(q) Frequency increment at time q. 
𝑊௞,ୱ,௧ s-th scenario of wind generation at wind farm k at 

time t 
Rwk,s,t Reserve of wind farm k at time t in s-th scenario 
Rgi,s,t Reserve of unit i at time t in s-th scenario 
Rs,t Total regulating reserve at time t in s-th scenario 
H Total system inertia 
xi,t Status of unit i at time t 
yk,t Status of virtual inertia k at time t 
Xi,t Dummy variable for a bilinear term of unit i at time t  
Yk,s,t Dummy variable for a bilinear term of wind farm k at 

time t in s-th scenarios 
𝛿௜,௧ Start-up indicator of unit i at time t 
𝑧௜,௧ Shut-down indicator of unit i at time t 
𝑃௜,௧  Power generation of unit i at time t 
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I. INTRODUCTION 

n order to solve the energy crisis and meet ecological 
sustainability requirements, many countries have taken 
various socioeconomic measures to promote the 

development of renewable energy sources (RESs) [1]-[3]. 
Traditional thermal units driven by fossil energy, are gradually 
replaced by wind turbines and photovoltaic (PV) units. The 
global PV and wind power installations in 2018 were 407 and 
601 GW, respectively. The RES technology will continue to 
evolve progressively, changing the energy structure of the 
world [4]. However, RES development will have a significant 
impact on the thermal power system operation and security 
since any replacement of conventional thermal generation units 
by RESs will reduce the power system inertia which refers to 
the kinetic energy stored in rotating synchronous machines [5].  

RES units placed in a power grid are equipped with power 
electronic converters. For instance, wind unit converters 
decouple the units from the main grid and thus the wind 
generator rotational speed will be independent of the system 
frequency. In contrast, the inherent rotational inertia of 
synchronous machines and the damping provided by governors 
contribute to the system stability when a power grid 
contingency occurs. Accordingly, large-scale RES integrations 
could weaken the power grid ability to resist large frequency 
changes in response to disturbances, raising concerns about the 
system frequency stability [6]. 

As inertial sources in a power grid are complex and diverse, 
several studies have quantified the available inertia by either 
measurement or analytic methods. A process was developed in 
[7] to measure transient frequency by generator outage tests for 
estimating the available inertia and on-line spinning-reserve 
requirements. Tracing electromechanical wave propagation at 
the power distribution level, [8] established a non-invasive way 
to measure changes in inertia with high penetration of RESs. In 
addition to experimental methods, a statistics-based model 
using historical data was proposed in [9] to estimate the real-
time system inertia under observed steady-state conditions with 
relatively small frequency changes.  

Reference [10] investigated the system response to small 
disturbances applied to a linear model of synchronous machines, 
pointing out that the inertia of conventional generation units 
with an impact on power system stability depended on their 
sizes, speeds, and types. In [11], the load-side inertia was 
estimated by a white-box method to track the system frequency 
in disturbances. In particular, the impacts of sampling rates 
were investigated. The results showed that the load inertia time 
constant was less than 1 second in most cases. Besides, an 
analytic model was set up in [12] to assess the total system 
inertia response, using the kinetic energy stored in rotating wind 
turbines Note that there would be optimal inertia constant for 
each system which will maintain the balance between economy 
and operational security.  

To address the frequency stability problem for a low-inertia 
power system, it is essential to incorporate frequency-
dependent constraints in economic dispatch (ED) and unit 
commitment (UC) models. It was reported in [13] that the 
potential shortfalls of the system inertia were affected by the 
non-synchronous RESs and then a strategic UC model was set 
up to mitigate frequency instability risks. In [14], a general 

expression of inertial response requirements was derived by 
keeping the system within a given frequency range, and the 
corresponding dynamic system model was established by using 
second-order differential equations. Mixed-integer linear 
programming for the day-ahead UC model was proposed in [15], 
which simultaneously considered both primary reserve 
constraints and frequency regulation constraints. The results 
indicated that the coordination of UC and frequency regulation 
could reduce the frequency fluctuation during disturbances.  

Regarding the system inertia as an economic index of power 
system operations, [16] provided a UC model with fast-
charging storage equipment, which was solved by a nonlinear-
constraint approximation method. The concept of frequency 
security margin, defined as the maximum power imbalance that 
the system can tolerate, was proposed in [17], and a frequency 
constrained UC incorporating the frequency security margin 
was proposed to evaluate the impact of renewable energy on 
power system security. Such a frequency constrained UC 
method can help power system dispatchers make more secure 
power generation plans. Nonlinear frequency constraints were 
derived by performing several dynamic simulations in [18] to 
ensure that the rate of change of frequency (RoCoF) and 
frequency deviations are within security thresholds. Besides, a 
frequency-constrained stochastic ED model was utilized in [19] 
to incorporate wind uncertainty and frequency constraints. 
Reference [20] proposed a stochastic UC model that considered 
not only wind energy forecast errors but also generation outage 
uncertainties. The model optimized system operations by 
coordinating energy production, operating reserves, and inertia-
dependent fast frequency responses. 

The more recent developments in power electronics 
introduce additional opportunities for installing new devices 
and controllers to provide virtual inertia to power systems, 
which perform like synchronous generators to flexibly adjust 
the active power in response to frequency variations [21]-[24]. 
It was reported in [25] that the kinetic energy of wind turbines 
and energy storage can deliver necessary virtual inertia 
responses by power electronic converters, while PV units could 
not provide respective inertia responses because of the lack of 
rotating energy. This paper provided a theoretical basis for the 
provision of virtual inertia by the wind-storage system (WSS) 
controlled by power electronics. Reference [26] suggested that 
the inertia of a power-electronic-controlled wind turbine 
depended on the turbine type, size, and installed gearbox. Fast-
acting storage was designed in [27] by immediately injecting 
additional power to cope with the generator outage, so that the 
dynamic performance of the system frequency can be improved.  

Some of the power system optimization models consider 
virtual inertia. In [28], the virtual inertia of wind farms and solar 
PV power stations was simulated and the location of virtual 
inertia in the power grid optimized by a genetic algorithm. The 
proposed method could optimize the virtual inertia location 
efficiently and improve the frequency stability of the power 
system. In [29], the system virtual inertia constants were 
optimally selected to maintain the frequency stability with the 
lowest cost via a multi-objective optimization model including 
inertia constants, frequency droop coefficients, and load 
frequency controller parameters. The proposed method could 
increase the microgrid inertia at a low cost to maintain 
frequency stability. Reference [30] suggested that the 
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placement of virtual inertia in the power grid might affect the 
frequency stability and thus an optimal inertia placement model 
was established. 

The previous papers have achieved good results for 
enhancing the frequency stability of low-inertia power systems 
by utilizing virtual inertia devices. Placing the virtual inertia in 
power systems can enhance their frequency stability but may 
also increase the system operational cost. However, few papers 
have studied the coordination of the day-ahead UC and the 
optimal placement of virtual inertia. Hence, the main 
contributions of this paper are summarized as follows: 
(i) For power-electronic driven power systems, the impact of 
the virtual inertia of WSS is modeled in the daily UC scheduling. 
The available power system inertia is quantified considering the 
existing thermal generating units and WSS to guarantee the 
frequency security when a disturbance occurs. Then, a two-
stage chance-constrained stochastic optimization (TSCCSO) 
model is set up to analyze the impact of RES uncertainties on 
devising a trade-off between frequency security and economic 
operation in power systems.  
(ii) In order to reduce the computational burden on a large-scale 
stochastic optimization model with a significant number of 
scenarios, an enhanced bilinear Benders decomposition is 
designed to solve the large TSCCSO problem, where strong 
valid cuts are generated to improve the convergence 
performance.  

The rest of the paper is organized as follows. Section II 
quantifies the frequency performance by three metrics that 
analyze the impact of power system inertia on the frequency 
performance. Then, a two-stage chance-constrained stochastic 
UC model is set up and a bilinear Benders decomposition with 
strong valid cuts is designed in Section III. In Section IV, 
numerical results on the practical test systems demonstrate the 
effectiveness of the proposed model. Finally, Section V 
summarizes conclusions. 

II. QUANTIFYING IMPACTS OF SYSTEM INERTIA ON FREQUENCY 

When the system suffers a disturbance, the system frequency 
will be changed accordingly due to the imbalance between the 
power generation and load demand. Since the secondary 
frequency drop is very fast (usually in seconds), while the time 
scale of UC and economic dispatch is usually within minutes to 
hours. Thus, the fast dynamic component of the secondary 
frequency control is not considered while the primary 
frequency (usually seconds to minutes) is kept [19],[30]. Fig. 1 
depicts the transient frequency for different system inertia, 
where three metrics are used to quantify the frequency 
including: 1) RoCoF; 2) frequency at Nadir; 3) Quasi-Steady-
State (QSS) frequency. If the system has insufficient inertia, the 
slope of frequency deviation, maximum frequency increment, 
and QSS frequency increment will become larger. The practical 
regulations provided by the State Grid of China pointed out that 
RoCoF, Nadir, and QSS frequency should be limited to 
guarantee the system reliability and resilience in extreme 
conditions. Specifically, RoCoF should be no larger than 0.125 
Hz/s, Nadir should be higher than 49.2 Hz, and the final QSS 
frequency should not be lower than 49.8 Hz within the first 60 
seconds. 

Fig. 2 presents the schematic diagram of the virtual inertia 

provided by the WSS. Specifically, the upper half of Fig. 2 is 
the power system with wind farms, and the lower half is the 
topology diagram of a certain wind farm with WSS controlled 
by power electronics. Here, we consider that WSS controlled 
by power electronics can immediately provide the extra power 
to react to any frequency changes. From the power system 
perspective, the WSS reaction which is in response to a 
disturbance contributes to the virtual inertia of power systems. 
This leads WSS to act as a virtual power plant, which is 
analogous to a thermal unit [30]-[32]. Since there are many 
operation scenarios, the frequency security should be analyzed 
for each scenario. Let the virtual inertia provided by wind farm 
k be Hwk. 

 
Fig. 1. Quantifying transient frequency for different system inertia 
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Fig. 2 WSS for the provision of virtual inertia [33] 

The total system inertia H can be expressed as (1). 
Meanwhile, the wind farm in the scenario s at time t should have 
reserve energy Rwk,s,t at each time period to provide the 
potential frequency response. If WSS is used to provide virtual 
inertia, the wind unit output would be the forecasted output 
minus the reserve; otherwise, the wind power output is equal to 
its forecasted value. 

, ,=
W G

t k k t i i t
k i

H Hw y Hg x
 

               (1a) 

f max
, , , , , , , , ,, 0k s t k s t k s t k s t k k tW W Rw Rw Rw y    , , ,k t s   (1b) 

Authorized licensed use limited to: b-on: UNIVERSIDADE DO PORTO. Downloaded on January 14,2021 at 14:35:19 UTC from IEEE Xplore.  Restrictions apply. 



0885-8950 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TPWRS.2021.3051523, IEEE
Transactions on Power Systems

 4

A first-order ordinary differential equation (ODE) is 
employed to quantify the three metrics for frequency changes 
as 

max
, , , , ,

( )
2 * ( )

g w

t t i s t k s t s t
i k

f q
H D f q P W

q  


       

     (2) 

  In [20], it was reported that ΔPi,t(q) and ΔWk,t(q) are 
piecewise linear functions as 

   , , ,

, ,

0

=
DB

i s i s t DB d DB DB d

i s t DB d

if q t

P q Rg q t T if t q t T

Rg q t T

 
    
  

    (3a) 

   , , ,

, ,

0

=
DB

k s k s t DB d DB DB d

k s t DB d

if q t

W q Rw q t T if t q t T

Rw q t T

 
    
  

 (3b) 

Here, (3a) and (3b) indicate that when the time is shorter than 
the dead band, the increments of generators and WSSs are zero; 
otherwise, governor responses are linear functions with a fixed 
slope until the response reaches its um limit. 

The ODE (2) with the governor response of units and wind 
farms (3) is solved and the closed-form solution of the 
frequency increment is expressed as 

 

 

   

 
 

max
, 2

max
, ,

2

max 2
, , 2

2

max max
, , , 2

1

2

=
2

t

t

t
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t

t
d DB

t

D
q

s t H
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t

d t s t s t t t t DB

d

d DB DBD
q t

d t s t d t DB s t t H

d

D
q T t

s t t s t s t H
d DB d DB

t t

e q t
D

T D R H R D q t

T D
f q T t q t

T D T D f t R H
e

T D

R R
f T t e q T t

D D



 

  

  
      


   


   
   

    
      
 












 

, ,t s   (4) 

where , , , , ,+
G W

s t i s t k s t
i k

R Rg Rw
 

   is the total regulating 

reserve of the s-th scenario at time t. According to (4), the 
maximum RoCoF occurs first after the disturbance. Given the 
requirement of the maximum RoCoF, the total system inertia 
should satisfy the following equation, 

max
,

, ,
max

=
2

W G

s t
t k k t i i t

k i

H Hw y Hg x
RoCoF 


         (5) 

The frequency at Nadir is the minimum frequency, which is 

calculated by   0f q q    , giving 

, , , , , , , , ,= +
W G G W

t s t w k k t g i i t i s t k s t t
k i i k

H R H y H x Rg Rw 
   

  
     

  
     

, ,t s   (6) 

where s,t can be obtained by the solution of 

  
   

, ,

max
,

2 max max
,

2 2
log

2
s t s t

d t d t s t t DB

t nadir DB t s t t DB

T T D D f

D f f D D f

 


 
 
     

      

, ,t s  (7) 

The QSS frequency can be derived by allowing t+ in (4), 
which gives

 

max
, , , ,

max

+
G W

t i s t k s t
i k

QSS
t

Rg Rw

f
D

 

 
    

   
 

   , ,t s   (8)

 Finally, (5), (6), (8), and (9) can quantify the power system 
frequency performance with respect to inertia. Here, (5), (8), 
and (9) are all linear inequalities, while (6) is a bilinear 
constraint. Note that the bilinear term in (6) consists of 
continuous and binary variables, which are exactly linearized 
by 

   

   

, , , ,

, , , , , , , ,

, , , , , , , ,

, , , , , , , ,

1

1 1

1 1

,
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i t i s t i s t k s t i t
i k
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i k

i t i s t i t k t k s t k t
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 

 

 

P

 

, , , ,i k t s    (9) 

III. TWO-STAGE CHANCE-CONSTRAINED STOCHASTIC UC 

MODEL CONSIDERING OPTIMAL VIRTUAL INERTIA  

The wind power generation forecast error is usually 
stochastic which may affect the power system operation and the 
provision of the power system virtual inertia. In order to address 
the uncertainty, scenario analyses are deployed to select 
representative scenarios from the probability distribution of the 
wind power generation forecast error. The scenario value and 
the corresponding probability are  f

, , ,k s t sW  . To balance the 

system security and economy, a two-stage chance-constrained 
stochastic program (TSCCSO) is set up. At the first stage, a UC 
is formulated to immune the solution against all representative 
scenarios for the optimal provision of virtual inertia. At the 
second stage, given the first-stage decisions, the ED solution is 
calculated for each scenario. The detailed optimization model 
is written as follows [34],[35]. 

A. Objective Function 

 main oper resev virtmin C C C C          (10a) 

where Coper is the total operation cost of the power system; Cresev 
represents the reserve cost for thermal and W generation units, 
and Cvirt is the cost of virtual inertia provision. Specifically, we 
have 

 oper , , , , ,
1 1

S

G

N T

s i i s t i i t i i t i i t
s t i

C b P c x SU SD z 
  

     (10b) 

resev , , , ,
1 1

+
S

G W

N T

s i i t s k k t s
s t i k

C a Rg e Rw
   

 
 
 
 

     (10c) 

virt ,
1 W

T

k k t
t k

C d y
 

              (10d) 

B. First Stage Constraints 

The first stage constraints include 

, , 1 , , G, ,i t i t i t i tx x z i t              (11) 
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max 0, min , 1,
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i j i t
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i i i

x i

t T x T T T


  

  

        


(12) 

   
, , G

max( 1,1)

,0 ,0

, ,

max 0, min , 1 1,

off
i

t

i j i t
j t T

off
i i i

z x i

t T x T T T

  

  

         


(13) 

where (11) presents the relationship among start-up and shut-
down indicator and unit status; (12) and (13) characterizes 
minimum start-up and shut-down times of units;  

C. Second Stage Constraints 

The second stage constraints include 

 
 

max
, , , , 1 , 1 , 1

min
, , 1 , , , ,

min max
, , , , , ,

max
, , ,

1

1

0

i s t i s t i t i i t i
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

   

   

  

 

G, , ,i t s    (14) 

, , , , ,=
G W B

i s t k s t b t
i k b

P W L
  

   , ,t s      (15) 

max max
, , , , ,+

W G B

l lk k s t li i s t lb b t l
k i b

F G W G P G L F
  

      , , ,l t s   (16) 

f
, , , , , ,

max
, , , ,0

k s t k s t k s t

k s t k t k t

W W Rw

Rw Rw y

 

 
   , , ,k t s     (17) 

max max
, ,=

W G

k k k t i i i t
k i

H Hw W y Hg P x
 

         (18) 

max
,

max2
s tH

RoCoF

 
  

 
P , t             (19) 

max max
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G W

i s t k s t s t QSS t
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 
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 
 P , ,s t  (20) 
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, , , ,i k t s    (21) 
where (14) describes the limits on ramp rate, reserve, and 
generation output for each unit; (15) is the power balance 
constraint; (16) ensures the power flow on each transmission 
line is limited to its allowable range; (17) is the reserve 
constraint in a wind farm. If a wind farm provides the virtual 
inertia, the reserve should be considered; (18) quantifies the 
total power system inertia, and (19)-(21) are the chance 
constraints to trade off the power system economy with 
frequency stability. 
 
 

D. Solution Method 

The above TSCCSO is stated as 

 min T T c x d y               (22a) 

s.t.    Ax b                   (22b) 

    + 1    Gx Hy hP          (22b) 

 x Z R ,   y R              (22b) 

where x are first-stage decision variables; y(ξ) are second-stage 
decision variables associated with scenarios; λ is the risk-averse 
level; h(ξ) is the random vector depending on scenarios; G, H, 
A, and b are deterministic matrices and vector; c and d are 
coefficient vectors of first- and second-stage variables. 

The chance constraints are explicitly written, using the Ns 
scenarios, as a series of linear constraints by a bilinear 
formulation, where 

 
1

min 1sNT T
s s ss

z


 c x d y        (23a) 

s.t.    Ax b                   (23b) 

  + 1 0s s sz  Gx Hy h ,  s=1,…,Ns     (23c) 

1

sN

s ss
z 


               (23d) 

 x Z R , s y R ,  0,1sz  , s=1,…,Ns  (24e) 

where zs is a binary variable for choosing the enforced 
constraint. The model suggests that when zs=0, Gsx+Hsys>hs 
must be satisfied and the corresponding resource will be 
considered; when zs=1, Gsx+Hsys>hs does not need to be 
satisfied and the recourse in the objective function is zero. 

Given any first-stage xv, the model is only related to ys and 
zs. Furthermore, we derive the dual model, in which zs has two 
possible values, either 1 or 0. If zs=1, the decision variables will 
disappear, leading the model irrelevant; If zs=0, the 
optimization model becomes (24) with ys as the decision 
variables in which the constant value cTxv can be ignored. 
Hence,  

1
min sN T

s ss


 d y               (24a) 

s.t.    
v

s s Hy h Gx ,  s=1,…,Ns       (24b) 

s y R , s=1,…,Ns        (24c) 

The dual optimization model of the linear model (24) is 
obtained in (25), which is separable in the Ns scenarios. Thus, 
for the s-th scenario, we have the dual model as 

 max
Tv

s sh Gx u            (25a) 

s.t.    T
s H u d              (25b) 

0,s s u u R             (25c) 

Denote the sets of extreme points and rays as 

 1,..., ,...,
s

s v
s s su u u


  and  1 ,..., ,...,

s
s v

s s so o o


  , where 

|·| denotes the cardinality of a set. According to the duality 
theory, if (25) is feasible, the optimal solution must arrive at an 
extreme point. Then, the bilinear Benders decomposition is 
designed as 

1
min sNT

s ss



c x Q           (26a) 

s.t.    Ax b                   (26b) 
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   1
T v

s s s sz  h Gx u Q , sv , s=1,…,Ns   (26c) 

   1 0
T v

s s sz  h Gx o , sv , s=1,…,Ns     (26d) 

1

sN

s ss
z 


               (26e) 

 x Z R , s y R ,  0,1sz  , s=1,…,Ns  (26f) 

where if (25) is feasible, the optimality cut (26c) is added; 
otherwise, the feasibility cut (26d) is added. It should be noted 
that the bilinear terms in (26c) and (26d) can be exactly 
linearized by the McCormick reformulation as 

 
   1 1

T v
s s s

s s

s s

M z M z

Mz Mz

 

    
   

h Gp u Q

p

p x

, sv , s=1,…,Ns   (27a) 

 
   

0

1 1

T v
s s

s s

s s

M z M z

Mz Mz

 

    
   

h Gq o

q

q x

, sv , s=1,…,Ns   (27b) 

Furthermore, we will design a strong valid cut to enhance 
the convergence of the bilinear Benders decomposition. At first, 
the Jensen’s inequality for (23) is given as  
Theorem 1 [36]: Let zs

v and xv be the optimal values during the 
v-th iteration. The optimal expected recourse will satisfy the 
following inequalities, 

   
    

 

1 1

1 1

1

1 min 1

. . 1 1 ,

, 0, 0,1

s s

s s

s

N NT v T
s s s s ss s

N N v
s s s s ss s

N

s s ss

z z

s t z z

z z

 

 

 

 

 



  

   

  

 
 



d y d y

H y h Gx

y

(28) 

where y is a newly introduced variable. 

Theorem 1 suggests that the first constraint in (28) will 
provide a strong valid cut by replacing xv with x, such that 

   1 1
1 1s sN Nv T

s s s s ss s
z z 

 
   Q d y ,  0y   (29a) 

     
1 1

1 1s sN N

s s s s ss s
z z 

 
    H y h Gx    (29b) 

Moreover, we define an integer K such that 

 +1s sK N K N   and =1s sN . Then, we arrive at 

1
=sN

ss
z K

 and (29) can be further simplified as 

 
1

1sN v T
s s ss

s

K
z

N K



 

 Q d y ,   0y    (30a)

1

1sN s
ss

s

z

N K


 

H y h Gx ,         (30b) 

Finally, the flowchart of the bilinear Benders decomposition 
is presented in Table I. At the beginning, we neglect the 
Benders cuts (26c)-(26d) and the strong valid cut (30). Solving 
(26) gives the initial estimate of the optimal solution (x0, zs

0). 
Then, we fix the first-stage variable x0 and solve the second-
stage subproblems (25) which are scenario-independent and can 
be handled in parallel. We solve (25) only for the scenario with 
zs

0=0. Furthermore, we derive the traditional Benders cuts by 
(26c)-(26d) and strong valid cuts by (30), which are all added 
into (26) to improve the lower bound. 

Table I Flowchart of the enhanced bilinear Benders decomposition 

Algorithm: Bilinear Benders Decomposition 
Input Given the parameters of the model (23) 
Output Optimal solution and optimal value 
Step 1 Set LB=-∞, UB=+∞, v←0, Θs←Ø and Πs←Ø 

Step 2 
Solve the master problem (26) with the linearized 
constraints (27) and strong valid cuts (30) 

Step 3 
If the model is infeasible, stop; otherwise, obtain 
the optimal value Zv and optimal solution (xv, zs

v) 
Step 4 Update the lower bound by LB=Zv 
Step 5 For each scenario s, choose zs

v=0 and do 

Step 6 
Solve the model (25). If the model is bounded, 
obtain the optimal solution us

v and optimal value 
Qs, otherwise, obtain the extreme ray os

v. 

Step 7 
Update the two sets by Θs = Θs∪{us

v} and Πs = 
Πs∪{os

v}. 
Step 8 Add a strong valid cut (30) into (26) 

Step 9 
Update the upper bound by UB=min{UB, 

 1
1sNT v v

s s ss
z


 c x Q } 

Step 10 

If  UB LB LB   , stop with the optimal 

solution (xv, zs
v) and optimal value UB. For each 

zs
v=0, solving (24) gives the optimal solution ys

v; 
otherwise, v←v+1 and goto Step 2 

IV. CASE STUDIES 

The proposed model is verified on a practical power system 
in China shown in Fig. 3, which includes 197 buses, 43 thermal 
units, 27 wind farms , and 232 transmission lines. The system 
parameters are given as follows: Td=10s; D=0.1 p.u.; Hwk=6s 
[37]; Hgi=6s [38]; ramp up/down is 25% of the total generation 
capacity. The Latin hypercube sampling method is applied to 
the historical wind speed data for a wind farm in China to 
generate the representable stochastic wind speed scenarios with 
the corresponding probabilities for the stochastic programming 
model [39]-[40]. The data are available in [41]. Fig. 4. gives the 
forecasted values of load and wind power generation with 100 
scenarios, where peak load periods are 8:00-12:00 and 18:00-
22:00, the valley load periods are 2:00-6:00, the peak wind 
power periods are 1:00-5:00, and the valley wind power periods 
are 12:00-20:00. Moreover, to simulate the stochastic nature of 
wind power, 10 scenarios are selected and the computation 
tasks are carried out using GUROBI 8.0 on a laptop with Inter 
Core 7 CPU (3.60GHz). 

At first, with and without considering virtual inertia are 
compared in Table II, where t

max equals to a quarter of the total 
wind farm output. In the latter case, all three frequency metrics 
will be violated, while the frequency metrics will be strictly 
satisfied for λ=1. When λ is smaller than 1, chance constraints 
will be activated and the three frequency metrics will be 
increased by lowering λ. This suggests that the frequency will 
decay more rapidly. In contrast, the three costs are also 
compared in Table II, where all costs are larger. This is because 
considering frequency security constraints will require a higher 
system inertia. Accordingly, thermal units with large inertia 
may be deployed, while virtual inertia provided by WSS will 
also be needed. Overall, the simulation results indicate the 
tradeoff between cost and frequency security as we alter λ. 
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Table III compares three frequency metrics and costs for 
three different virtual inertia constants (i.e., Hwk=4s, Hwk=6s, 
Hwk=8s). Larger virtual inertia constant indicates that the 
system inertia will be increased for the same status of virtual 
inertia. Thus, as the virtual inertia constant increases, the 
operation cost, including those of UC and dispatch, is lower 
while the virtual inertia provision cost becomes higher. Overall, 
the total cost will be reduced. On the other hand, for λ=0.95, the 
frequency metrics will be violated, but the larger virtual inertia 
constant does not make the frequency metrics worse. RoCoF 
and fNadir will become smaller while fQSS is kept the same 
with the increase of virtual inertia constant. 
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Fig.3. Topology of a provincial power system in China 
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Fig. 4.  Electric load and wind farm scenarios 

Table II Comparisons with and without virtual inertia (∆𝑡୫ୟ୶ =

0.25∑ 𝑊௞,௦,௧௞∈ஐೈ
) 

Metrics/Costs Limits 
Without 

λ 
With λ 

0.95 0.98 1.00 
RoCoF ≤0.2 0.5518 0.2756 0.2334 0.1999 
fNadir ≤0.5 0.7153 0.6024 0.5589 0.4969 
fQSS ≤0.2 0.3481 0.3481 0.3481 0.2000 

Coper 

(107) 
SU/SD  -- 1.838 2.718 2.718 3.218 
Gen.  -- 15.17 15.19 15.19 15.17 

Cresev (107) -- 1.119 1.119 1.119 1.122 
Cvirt (107) -- 0 0.600 1.300 2.100 
Cmain (108) -- 1.813 1.963 2.033 2.161 

Table III Comparisons with different virtual inertia constant (∆𝑡୫ୟ୶ =

0.25∑ 𝑊௞,௦,௧௞∈ஐೈ
, λ=0.95) 

Metrics/Costs Limits Hwk=4s Hwk=6s Hwk=8s 

RoCoF ≤0.2 0.2874 0.2756 0.2732 
fNadir ≤0.5 0.6104 0.6024 0.6013 
fQSS ≤0.2 0.3481 0.3481 0.3481 

Coper 

(107) 
SU/SD  -- 2.967 2.718 1.869 
Gen.  -- 15.19 15.19 15.18 

Cresev (107) -- 1.119 1.119 1.119 
Cvirt (107) -- 0.600 0.600 0.750 
Cmain (108) -- 1.988 1.963 1.891 

The UC solutions with (λ=0.95 and 1) and without frequency 
security are shown in Fig. 5, where more units will be 
committed as we increase of λ, allowing the system inertia to be 
increased. In particular, during peak load periods, more units 
will be needed to guarantee sufficient power reserves and 
system inertia to cope with possible wind power shortfalls. 

The distribution of the system and virtual inertia for different 
disturbances t

max is shown in Fig. 6. Here, increasing t
max will 

lead to a larger system and virtual inertia. Moreover, during 
midnight hours (e.g., 1:00-5:00), the system load is low while 
the wind power penetration is high. Accordingly, less thermal 
generation will be needed at those hours and the system inertia 
contributed by thermal units will be low. Here, wind power 
variations are large and the system requires larger system inertia 
in order to guarantee the frequency security. The virtual inertia 
requirement is low during 8:00-22:00 due to the sufficient 
inertia is provided by thermal units. 

The interval power flows on critical tie lines among the five 
provinces for 100 scenarios are shown in Fig. 7, where the 
power is transferred from Gansu to Ningxia, and from Qinghai 
to Gansu. Meanwhile, power flows are bi-directional on tie 
lines from Xinjiang to Gansu and Shaanxi to Gansu, which are 
determined by wind power generation variations. 
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Fig. 6   Distribution of system and virtual inertia 
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Fig. 7 Critical tie lines among provinces (λ=0.95) 

Then, frequency comparisons with and without frequency 
security are shown in Fig. 8, where neglecting the frequency 
security constraints will lead to a 176% violation of RoCoF, 
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0.22 Hz violation of Nadir frequency and 0.15 Hz violation of 
QSS frequency. We fix the total inertia for λ=1 and then remove 
the virtual inertia provided by WSS. The frequency 
comparisons are shown in Fig. 9, which indicates that the 
frequency will significantly drop without considering the 
virtual inertia because the power system lacks enough inertia to 
cope with disturbances. Both fNadir and RoCoF will violate 
allowable limits while fQSS remains the same. 

Furthermore, the frequency curves for 100 scenarios are 
presented in Fig. 10 when the wind farm output suddenly 
decreases at period 5 (i.e. 4:00-5:00). Here, we only select three 
representable scenarios for illustration purposes. It can be 
observed from Fig. 4 that the wind farm output is large at period 
5, so the sudden decrease of wind farm output will have a 
significant impact on the power system frequency security. At 
this moment, the RoCoF, ∆𝑓ொௌௌ, and ∆𝑓ே௔ௗ௜௥  of scenarios 46 
and 73 do not exceed the limits, while scenario 2 will violate 
the limits. This is because the chance constraint with λ=0.95 
will allow the decision-maker to sacrifice the security of the 
system in order to decrease the total cost, where the probability 
of scenario 2 is very small. 

Then, the scalability and the computation time are 
investigated in Table III for three methods including: directly 
using CPLEX, traditional Benders Decomposition (BD), and 
the proposed BBD. The computation time is increased by 
increasing the number of scenarios, i.e., K. However, CPLEX 
could only handle the small K case (e.g., K<50). We can reduce 
the number of constraints by neglecting the frequency 
constraints, which will lead to a shorter computation time. 
When λ=1, the computation time is relatively fast because BBD 
will be degenerated to a simple BD. When 0<λ<1, the 
computation times of both BD and BBD are longer because 
chance constraints introduce many binary variables. However, 
BBD requires fewer iterations (Iter.) than that of BD, so it runs 
faster than BD. Generally, the computation time can be 
improved by 10%-40% when the proposed BBD is applied. In 
addition, the results suggest that both BD and BBD can handle 

large K whereby the computation time is less than that of 
directly using CPLEX. 

Finally, Table IV also compares the objective values of the 
three methods. The CPLEX is considered as the benchmark 
method. The objective values of both BD and BBD are nearly 
the same as that of CPLEX and the gap is smaller than 1%. This 
indicates that both methods, i.e., BD and BBD, can yield precise 
solutions. When 0<λ<1, the objective value of BD is slightly 
closer to that of CPLEX than that of BBD, suggesting that the 
BBD method is more precise. In addition, the results of BD and 
BBD are the same when λ=0 and λ=1, because BBD and BD are 
the same in the two cases.  
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Fig. 8. Comparison of frequency with and without frequency security 
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Fig. 9 Comparison of frequency with and without virtual inertia 
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Fig. 5   Comparisons of UC solutions with and without frequency security 

Table IV Comparison of computation time and optimization results for the three methods 

K Λ 
CPLEX BD BBD 

Iter. Time (s) Cmain (108) Iter. Time (s) Cmain (108) Iter. Time (s) Cmain (108) 
10 without -- 672 1.829 4 118 1.819 4 118 1.819 
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0.95 1561 1.985 8 389 1.975 6 312 1.979 
0.98 1687 2.044 9 441 2.034 7 362 2.036 
1.00 983 2.176 4 160 2.162 4 160 2.162 

50 

without 6892 1.844 7 786 1.830 7 786 1.830 
0.95 32864 2.005 16 2256 1.991 13 1949 1.997 
0.98 33456 2.068 15 2782 2.053 11 2100 2.057 
1.00 8324 2.197 7 965 2.193 7 965 2.193 

100 

without -- -- 5 1892 1.813 5 1892 1.813 
0.95 -- -- 9 4435 1.963 8 3998 1.963 
0.98 -- -- 11 5463 2.033 8 4011 2.033 
1.00 -- -- 6 2567 2.161 6 2567 2.161 
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Fig. 10 Comparison of 100 scenarios with λ=0.95 

V. CONCLUSION 

This paper quantifies the frequency security and proposes 
TSCCSO to address the frequency security by optimally 
allocating the virtual inertia of WSS. To solve this model, an 
enhanced bilinear Benders decomposition method is proposed 
with strong valid cuts. The proposed enhanced bilinear Benders 
method can significantly improve the computational 
performance. Numerical results on a practical power system in 
China show that increasing the frequency security requirement 
will increase the ED cost in which case larger disturbances will 
also need higher virtual inertia to guarantee the frequency 
security. Future works will study the optimal planning and 
locations of WSS for the virtual inertia. 
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