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This paper presents an artificial neural network approach for short-term electricity prices forecasting. In the new deregulated frame-
work, producers and consumers require short-term price forecasting to derive their bidding strategies to the electricity market. Accurate
forecasting tools are required for producers to maximize their profits and for consumers to maximize their utilities. A three-layered
feedforward artificial neural network, trained by the Levenberg-Marquardt algorithm, is used for forecasting the next 168 hour elec-
tricity prices. We evaluate the accuracy of the price forecasting attained with the proposed approach, reporting the numerical results
from a real-world case study based on an electricity market.
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1. INTRODUCTION

The electricity industry has undergone significant transfor-
mations since the advent of electricity generation in 1882 at
Pearl Street Power Station, NewYork. The electricity industry
was organized as regulated and vertically integrated, joining
generation, transmission and distribution of electricity in gov-
ernment owned monopolistic companies. Thus, predicting fu-
ture prices involved matching regional electricity demand to
regional electricity supply. The future regional demand was
estimated by escalating historical data, and the regional sup-
ply was determined by stacking up existing and announced
generation units in some wise order of their variable operat-
ing costs [1]. As such, electricity prices tended to reflect the

government’s social and industrial policy, and any price fore-
casting that was undertaken was really based on average costs.
In this respect, it tended to be over the longer term, taking a
view on fuel prices, technological innovation and generation
efficiency [2]. Hence, in the regulated framework, the elec-
tricity industry’s attention mainly focused on load forecasting,
existing little need for tools hedging against price risk given
the deterministic nature of electricity prices.

In the technical literature, several papers on load forecasting
are easily found. On one hand, prediction of the short-term
energy consumption could allow the utilities to improve their
cash flow [3]. On the other hand, prediction of the long-term
energy consumption could help utilities plan the next year’s
investments [4]. Researchers use assorted methodologies to
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develop these forecasting tools, namely statistical techniques
that simulate nonlinear behavior [5].

Electricity has been turned into a traded commodity in
nowadays, to be sold and bought at market prices, although
with distinct characteristics since it cannot be queued and
stored economically with the exception of pumped-storage
hydro plants when appropriate conditions are met. Two ways
of trading are usually assumed: the pool trading and bilateral
contracts trading. In the pool trading, producers and con-
sumers submit bids respectively for selling and buying elec-
tricity on established intervals, typically on an hourly basis.
Finally, a market operator clears the market by accepting the
appropriate selling and buying bids, giving rise to the electric-
ity prices.

The new electricity industry deregulated framework was
intended to encourage competition among companies in or-
der to decrease the cost of electricity. However, occurrences
seldom happening in the regulated framework, such as out-
ages and blackouts, are now subject of increasing concern.
Moreover, deregulation brings electricity prices uncertainty,
placing higher requirements on forecasting [6]. In particular,
accuracy in forecasting these electricity prices is very criti-
cal, since more accuracy in forecasting reduces the risk of
under/over estimating the revenue for producers and provides
better risk management [7].

Short-term electricity prices forecast has become a very
helpful tool for producers and consumers. A producer needs
to forecast electricity prices to derive its bidding strategy into
the pool and to optimally schedule its energy resources [8]. In
the regulated framework, traditional generation scheduling of
energy resources was based on cost minimization [9]. In the
new deregulated framework, since generation scheduling of
energy resources, such as hydro resources [10], is now based
on profit maximization, electricity prices forecasting has be-
come essential for developing negotiation skills in order to
achieve better profits. Consumers need short-term electricity
prices forecast for the same reasons as producers.

In the technical literature, several techniques to predict elec-
tricity prices have been reported, namely hard and soft com-
puting techniques.

The hard computing techniques include time series models
[11], auto regressive — AR models [12] and auto regressive
integrated moving average — ARIMA models [13]. This ap-
proach can be very accurate, but it requires a lot of informa-
tion, and the computational cost is very high [14]. More re-
cently, generalized autoregressive conditional heteroskedastic
— GARCH models [15] and the Wavelet-ARIMA technique
[16] have also been proposed.

The soft computing or artificial intelligence techniques in-
clude artificial neural networks [17–21], using Fourier and
Hartley transforms [22], using an improved extended Kalman
filter [23] or combined with fuzzy logic [14,24,25]. Arti-
ficial neural networks are simple, but powerful and flexible
tools for forecasting, provided that there are enough data for
training, an adequate selection of the input-output samples,
an appropriate number of hidden units and enough compu-
tational resources available. Also, artificial neural networks
have the well-known advantages of being able to approximate
nonlinear functions and being able to solve problems where

the input-output relationship is neither well defined nor eas-
ily computable, because artificial neural networks are data-
driven. Three-layered feedforward artificial neural networks
are specially suited for forecasting, implementing nonlinear-
ities using sigmoid functions for the hidden layer and linear
functions for the output layer.

This paper presents a successful application of using an ar-
tificial neural network approach to forecast short-term prices
in the electricity market of mainland Spain. Previously re-
ported approaches to forecast prices in the electricity market
of mainland Spain were mainly based on time series mod-
els, namely the ARIMA technique. Artificial neural networks
techniques are comparatively easy to implement and show
good performance being less time consuming. In this paper,
the Levenberg-Marquardt algorithm is used to train a three-
layered feedforward artificial neural network. A case study
is presented with the historical data for the artificial neural
network training given by real market data at the year 2002,
to evaluate the accuracy of the proposed approach.

This paper is structured as follows. Section 2 presents the
artificial neural network approach. Section 3 provides the im-
portance of price in electricity markets and the main factors
that influence it, as well as the different criterions used to as-
sess the behavior of the proposed approach. Section 4 presents
the numerical results from a real-world case study based on an
electricity market. Finally, Section 5 outlines the conclusions.

2. ARTIFICIAL NEURAL NETWORK
APPROACH

Artificial neural networks are highly interconnected simple
processing units designed in a way to model how the human
brain performs a particular task [26]. Each of those units, also
called neurons, forms a weighted sum of its inputs, to which
a constant term called bias is added. This sum is then passed
through a transfer function: linear, sigmoid or hyperbolic tan-
gent.

Multilayer perceptrons are the best known and most widely
used kind of artificial neural network. Networks with inter-
connections that do not form any loops are called feedforward.
Recurrent or non-feedforward networks in which there are one
or more loops of interconnections are used for some kinds of
applications.

The units are organized in a way that defines the network ar-
chitecture. In feedforward networks, units are often arranged
in layers: an input layer, one or more hidden layers and an
output layer. Typically, the units in the input layer serve only
for transferring the input pattern to the rest of the network,
without any processing. The units in the hidden and output
layers process the information.

In order to find the optimal network architecture, several
combinations were evaluated. These combinations included
networks with different number of hidden layers, different
number of units in each layer and different types of transfer
functions. We converged to a configuration consisting of a one
hidden layer that uses a hyperbolic tangent sigmoid transfer
function and a one unit output layer with a pure linear transfer
function.
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Figure 1 Daily average price in the electricity market of mainland Spain at 2002, in euro per megawatt hour.

This configuration has been proven to be a universal mapper,
provided that the hidden layer has enough units [27]. On
one hand, if there are too few units, the network will not be
flexible enough to model the data well and, on the other hand,
if there are too many units, the network may over-fit the data.
Typically, the number of units in the hidden layer is chosen by
trial and error, selecting a few alternatives and then running
simulations to find out the one with the best results.

Forecasting with artificial neural networks involves two
steps: training and learning. Training of feedforward net-
works is normally performed in a supervised manner. One
assumes that a training set is available, given by the histori-
cal data, containing both inputs and the corresponding desired
outputs, which is presented to the network. The adequate se-
lection of inputs for artificial neural network training is highly
influential to the success of training. In the learning process an
artificial neural network constructs an input-output mapping,
adjusting the weights and biases at each iteration based on
the minimization of some error measure between the output
produced and the desired output. The error minimization pro-
cess is repeated until an acceptable criterion for convergence
is reached.

The knowledge acquired by the artificial neural network
through the learning process is tested by applying it to new
data that is has never seen before, called the testing set. The
network should be able to generalize and have an accurate
output for this unseen data [14].

It is undesirable to over-train the artificial neural network,
meaning that the network would only work well on the train-
ing set, and would not generalize well to new data outside the
training set [19]. Over-training the artificial neural network
can seriously deteriorate the forecasting results. Also, provid-
ing the artificial neural network with too much or wrong infor-
mation can confuse the network and it can settle on weights
that are unable to handle variations of larger magnitude in the
input data [22].

The most common learning algorithm is the backpropa-
gation algorithm [17,18], in which the input is passed layer
through layer until the final output is calculated, and it is com-
pared to the real output to find the error. The error is then
propagated back to the input adjusting the weights and biases
in each layer. The standard backpropagation learning algo-
rithm is a steepest descent algorithm that minimizes the sum
of square errors.
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Figure 2 Winter week: actual prices, solid line, together with the forecasted prices, dashed line, in euro per megawatt hour.

However, the standard backpropagation learning algorithm
is not efficient numerically and tends to converge slowly. In
order to accelerate the learning process, two parameters of
the backpropagation algorithm can be adjusted: the learning
rate and the momentum. The learning rate is the proportion
of error gradient by which the weights should be adjusted.
Larger values can give a faster convergence to the minimum
but also may produce oscillation around it. The momentum
determines the proportion of the change of past weights that
should be used in the calculation of the new weights [18].

An algorithm that trains an artificial neural network 10 to
100 times faster than the usual backpropagation algorithm is
the Levenberg-Marquardt algorithm. While backpropagation
is a steepest descent algorithm, the Levenberg-Marquardt al-
gorithm is a variation of Newton’s method [28].

A three-layered feedforward artificial neural network
trained by the Levenberg-Marquardt algorithm is proposed in
this paper for forecasting the next 168 hour electricity prices.
The neural network toolbox of MATLAB was selected due
to its flexibility and simplicity. The transfer functions used
for the hidden and output layers are, respectively, MATLAB
nonlinear and linear transfer functions: tansig, a hyperbolic

tangent sigmoid transfer function with outputs between -1 and
1; purelin, a pure linear transfer function. The hidden layer
has five units and the output layer has one unit, which was set
up to output the next 168 hour electricity prices. Historical
data for the year 2002 from the market, namely previous elec-
tricity prices, are the main inputs to train the artificial neural
network proposed in this paper.

3. ELECTRICITY PRICES
FORECASTING

The electricity price is of extreme importance in an electricity
market to all the market players, and in particular for produc-
ers and consumers. A priori knowledge of the electricity price
is important for risk management and may represent an advan-
tage for a market player facing competition. For companies
that trade in electricity markets, the ability to forecast prices
means that the company is able to strategically set up bids for
the spot market in the short-term.

Electricity price is influenced by many factors: historical
prices and demand, bidding strategies, operating reserves, im-
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Figure 3 Spring week: actual prices, solid line, together with the forecasted prices, dashed line, in euro per megawatt hour.

ports, temperature effect, predicted power shortfall and gen-
eration outages.

The daily average price in the electricity market of mainland
Spain at 2002 is shown in Figure 1.

If we consider all possible factors that influence the electric-
ity price, forecasting will be very accurate, which, however,
is very difficult to do in a real-world case study. Some fac-
tors are more important than others and practically we can
only consider those more important. The amount of different
types of reserves, power import and predicted power shortfall
do not improve the forecast at all [14], the effect of the tem-
perature can be incorporated in the demand, and unit outage
information is generally proprietary thus not available to all
market agents. Also, in the case of artificial neural networks
and ARIMA models, historical demand data does not signif-
icantly improve predictions [8]. Extremely high prices with
no assessable reasons are the consequence of bidding strate-
gies, which are confidential. We decided to use only publicly
available information, namely historical price data, to forecast
the future prices. The historical prices are natural selections
since history and future are correlated.

The shape of price profiles presents seasonality characteris-
tics, usually day and week cycles. The price profile is modified
from day to day and week to week, to reflect changes in the
electricity market behavior. Typically, daily price profiles are
classified as weekdays, from Monday to Friday, and week-
end days, Saturday and Sunday, which are different. Another
consideration besides weekend is public holiday, known as
the calendar effect, since price profiles on non-holidays are
particularly different from those on public holidays.

To evaluate the accuracy of the artificial neural network
approach in forecasting electricity prices, different criterions
are used. This accuracy is computed in function of the actual
market prices that occurred. The mean absolute percentage
error — MAPE criterion, the sum squared error — SSE crite-
rion, and the standard deviation of error — SDE criterion, are
defined as follows.

The MAPE criterion is given by:

MAPE = 100

N

N∑
h=1

∣∣p̂h − ph

∣∣
p

(1)
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Figure 4 Summer week: actual prices, solid line, together with the forecasted prices, dashed line, in euro per megawatt hour.

p = 1

N

N∑
h=1

ph (2)

where p̂h and ph are respectively the forecasted and actual
electricity prices at hour h, p is the average price of the fore-
casting period and N is the number of forecasted hours.

Electricity price can rise to tens or even hundreds of times
of its normal value at particular hours. It may drop to zero or
even to negative at other hours. Hence, the average price was
used in Eq. (1) to avoid the problem caused by prices close to
zero [29].

The SSE criterion is given by:

SSE =
N∑

h=1

(p̂h − ph)
2 (3)

The SDE criterion is given by:

SDE =
√√√√ 1

N

N∑
h=1

(eh − e)2 (4)

eh = p̂h − ph (5)

e = 1

N

N∑
h=1

eh (6)

where eh is the forecast error at hour h and e is the average
error of the forecasting period.

4. CASE STUDY

The proposed artificial neural network approach has been ap-
plied to predict the next 168 hour prices in the electricity mar-
ket of mainland Spain, in this real-world case study. Price
forecasting is computed using historical data of year 2002. It
should be noted that the electricity market of mainland Spain
is a duopoly with a dominant player, resulting in price changes
related to the strategic behavior of the dominant player, which
are hard to predict [16].

The fourth weeks of February, May, August and November
are selected, corresponding to the four seasons of the year
2002. Thus, we expect that representative results for the whole
year are taken into account.

To build the forecasting model for each of the considered
weeks, the information available includes hourly historical
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Figure 5 Fall week: actual prices, solid line, together with the forecasted prices, dashed line, in euro per megawatt hour.

price data of the 42 days previous to the first day of the week
whose prices are to be forecasted. Large training sets should
not be used to avoid over-training during the learning process.

The winter week is from February 18 to February 24, 2002;
the hourly data used to forecast this winter week are from
January 7 to February 17, 2002. The spring week is from
May 20 to May 26, 2002; the hourly data used to forecast this
spring week are from April 8 to May 19, 2002. The summer
week is from August 19 to August 25, 2002; the hourly data
used to forecast this summer week are from July 8 to August
18, 2002. The fall week is from November 18 to November
24, 2002; the hourly data used to forecast this fall week are
from October 7 to November 17, 2002.

Numerical results with the proposed approach are shown in
Figures 2–5 respectively for the winter, spring, summer and
fall weeks. Each figure shows the actual prices, solid line,
together with the forecasted prices, dashed line.

Table 1 presents the values for the criterions to evaluate the
accuracy of the artificial neural network approach in forecast-
ing electricity prices. The first column indicates the week, the
second column presents the MAPE, the third column presents
the square root of the SSE, and the fourth column presents the
SDE.

Table 1 Statistical analysis of the weekly forecasting error.

Week MAPE
√

SSE SDE
Winter 5.23% 37.92 1.82
Spring 5.36% 39.63 1.91
Summer 11.40% 81.14 4.23
Fall 13.65% 76.92 3.86

A good accuracy of the artificial neural network approach
was ascertained. The MAPE has an average value of 8.91%.
All the cases have been run on a PC with 512 MB of RAM and
a 1.6-GHz-based processor. Running time has been under 20
seconds for each week.

Table 2 shows a comparison between the artificial neural
network approach and the ARIMA technique for the MAPE
criterion.

Table 2 Comparative MAPE results.
Week Artificial Neural Networks ARIMA
Winter 5.23% 6.32%
Spring 5.36% 6.36%
Summer 11.40% 13.39%
Fall 13.65% 13.78%
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The artificial neural network approach outperforms the
ARIMA technique in all considered weeks. Moreover, the
artificial neural network approach is much less time consum-
ing than the ARIMA technique, since the CPU time required
by the ARIMA technique to forecast prices is about 5 minutes.
Hence, the artificial neural network approach provides a pow-
erful tool of easy implementation for forecasting electricity
prices.

5. CONCLUSIONS

Artificial neural networks, which were applied with success
performance for load forecasting, are now applied for elec-
tricity prices forecasting, with the well-known advantages of
being able to being able to approximate nonlinear functions
and being able to solve problems where the input-output rela-
tionship is neither well defined nor easily computable, because
artificial neural networks are data-driven. We propose an ar-
tificial neural network approach to predict the next 168 hour
prices in the electricity market of mainland Spain. The net-
work configuration consists of three layers: the input layer,
one hidden layer and the output layer. The hidden layer has
five units with a hyperbolic tangent sigmoid transfer function
and the output layer has only one unit with a pure linear trans-
fer function. The Levenberg-Marquardt algorithm is used to
train the network. Finally, from a real-world case study we
conclude that the accuracy of the forecast ranges from 5.23%
(winter week) to 13.65% (fall week). The price forecasting’s
can be used to support the development of bidding strategies
with success, improving negotiation skills for producers to
maximize their profits and for consumers to maximize their
utilities. The numerical results presented in this paper con-
firm the considerable value of the proposed artificial neural
network approach in forecasting short-term electricity prices,
taking into account results previously reported in the technical
literature from the ARIMA technique.
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